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Prologue

I grew up during the 1950s in a suburban development spawned by American optimism following World War II. Like so many of these developments, similar looking houses were evenly spaced on tidy one-half acre lots. Luckily for me, across the street from our house was an intact forest probably 70 acres in size. From my current ecological perspective, 70 acres doesn’t seem like much, but back then it was an extensive wilderness. At the age of five, I started to walk to school through those woods, and for the next seven years the majority of my free time was spent in that forest building forts, climbing trees and cliffs, exploring boulder caves, and watching fat pollywogs grow into frogs. My early roots as an ecologist and natural historian were put down in those woods. My first experience of “development” occurred there too.

It was during the spring of my sixth-grade year, just as the leaves were opening on the maples, that two of my close friends and I were walking home from an after-school baseball game late in the afternoon. About five minutes into the woods we stumbled upon a brand new bulldozed road that had been punched right into the center of the forest. Shocked by this intrusion into our sanctuary, we followed the road a  short distance and to our dismay found that the bulldozer had run right over one of our forts. Without saying a word we became of one mind and started to run down this new gash farther into the forest. The road ended in a clearing where the bulldozer had toppled a number of hoary-barked, old red maples and pushed them to one side. In the middle of the clearing sat the unattended bulldozer—its operator apparently having finished work for the day.

We were outraged; without discussing it we started hurling stones at the dozer’s windows. Once we had cracked all the windows, we got some sharp sticks and punched holes throughout the leather seat cover and pulled out chunks of foam. Then into every gear that we could reach we jammed rocks, and with stout branches we pried off some hydraulic hoses. Finally we poured dirt, exposed by the dozer’s tracks, into its gas tank. We never questioned what we were doing, and it is the only time in my life that I vandalized someone else’s property. But to the three of us, those woods were our home. The bulldozer had invaded the sanctity of that home, and we fought back.

Just about every person I have met who is close to my age has a similar experience of the loss of a special childhood place. Prior to the nineteenth century, the vast majority of human beings lived in landscapes where their ancestors had existed for generation after generation. In this way, people were intimately tied to their place. It’s a very recent phenomenon that landscapes to which people were once connected have become smothered by development—growth that we are told is a sign of progress. But is progress truly possible if its wake continually generates loss—loss of connections to place and community, loss of clean air and water, loss of other species who are truly part of our ancestral family tree?

Although we probably did some serious damage to the dozer, within a few short months the entire forest was gone and soon replaced by a hundred new homes. Since that time I have learned that violence doesn’t accomplish anything. So my efforts today are focused on educating people about the wonders of the natural world, hoping that this will foster stronger connections, stewardship, and care of our biological heritage—a heritage that has taken more than three billion years to develop and on which our existence is completely dependent.

Now I am taking my experience as educator, ecologist, and natural historian and applying it to an examination of our notions of progress. I hope that just as I have helped people to see and experience natural history in a new way, I can offer an alternative view of our current socioeconomic system. I am not an experienced economist, political scientist, or sociologist. But as an ecologist I am well versed in the foundational laws that govern all complex systems, and a socioeconomic system is a complex one. It is within this context that I believe I can offer a sobering view of our current march toward progress.

Because my critique of our reigning notions of progress is scientifically based, scientific terms are used in this book. Those terms are listed in the glossary and appear in italics when first introduced in the text.





Introduction

“Economic growth is key to environmental
progress.” —George W. Bush, 2/14/02

The above statement is an excerpt from a speech that President Bush gave on Valentine’s Day. I heard it while listening to National Public Radio’s All Things Considered news program as I was driving home from Antioch New England Graduate School, where I teach. I found the President’s statement so provocative that I had to pull over so I could write it down. As an ecologist, it’s evident to me that economic growth, as well as its associated ever-increasing extraction of resources and waste generation, is primarily responsible for the environmental problems that we are witnessing today. How can it be that a world leader would suggest that the solution to our environmental problems is more economic growth? It’s possible that President Bush was being disingenuous in his statement. But it is equally possible that his assessment is the result of his paradigmatic view of progress. If we remove the word “environmental,” the President’s statement becomes “Economic growth is key to progress”—an opinion that is shared by the majority of people and policy makers today.

Paradigm is a word derived from the Greek paradeigma, which means to show side by side. This sounds like a rather innocuous thing to do, but with our more modern concept of paradigm such comparisons can be powerful and at times volatile. In our current use, a paradigm represents a core belief that dramatically structures our worldview. It is a lens through which all of our perceptions and thoughts are strongly filtered. Wherever differing paradigms intersect, there will at least be debate, often confrontation, and sometimes violence. The contentiousness that so infuses the issue of abortion is the result of differing paradigmatic views of what constitutes life; the clash of these differing views often sparks violent acts.

In very powerful ways, we are shrouded and entrapped within the paradigms that we accept—and this acceptance is often an unconscious act. Reigning cultural paradigms can be passed from generation to generation, and if they aren’t challenged, they are simply accepted as truth. To change one’s paradigm is perhaps the most difficult of challenges, because it often requires turning one’s world inside out. People have killed other people over challenged paradigms. And people have even sacrificed their children and families rather than sacrifice their core beliefs. To change one’s paradigm is a dramatic event.

This book is a critique of our reigning paradigm of progress—that in order to progress we need to keep growing the economy. I need to distinguish here between economic growth and economic development. Economic growth is predicated on increasing consumption of resources, whereas economic development can occur without increased consumption. Economic development can be encouraged through value-added activities. In Vermont, dairy farming is the foundation of the agricultural economy. But due to the nature of the state’s mountainous landscape and narrow valleys, dairy farms are restricted in size. This restriction makes it difficult for Vermont farms to compete with large western dairies that can have thousands of cows. So rather than just selling raw milk, a number of Vermont farms have added value to their operations by turning the milk into cheese or yogurt. They use the same amount of resources, but they add value by further developing their milk products. My critique is focused solely on economic growth.

Previous books have criticized this notion of progress. In 1971 economist Nicholas Georgescu-Roegen, in his book The Entropy Law and the Economic Process, attacked the idea of unlimited growth as being scientifically unfounded because it ignored the second law of thermodynamics. The following year, in The Limits to Growth, Donella Meadows and associate systems scientists from the Club of Rome showed through computer modeling that unlimited growth was not sustainable. In 1977 Herman Daly came forth with Steady-State Economics, which developed an alternative model to economic progress. More recently Daly partnered with John Cobb in writing For the Common Good, which furthers his previous work in sustainable economies. Then, in the 1990s, works by Hazel Henderson, Paul Hawken, and David Korten developed the model of sustainable economies that functioned under principles found in biological systems. The Myth of Progress builds on this developing conversation, but it is distinguished from these previous works by its scientific examination of a number of interrelated, foundational laws (what I call the laws of sustainability) that govern the behavior of all complex systems.

Complex systems science—formerly coined as chaos theory— is a scientific perspective of the world that arose during the second half of the twentieth century. Today it is challenging Western science’s long-held, linear, reductionistic perspective, which has framed scientific and cultural thought since the time of Galileo. Since progress is a direct outcome of our socioeconomic system—a system that is complex and decidedly not linear—understanding the principles that govern how complex systems function is necessary to evaluating our current beliefs about progress.

In the 1965 edition of Webster’s New Collegiate Dictionary, progress is defined as the gradual betterment of mankind. Today, I would guess that “humankind” has replaced “mankind.” But in either case, are we progressing? And what does the future hold for the progress of humanity? The accepted answer to both of these questions in our post-industrial society is an unqualified “yes”—we are currently progressing, and the future will see us progressing ever further.

Our reigning paradigm of progress—one that drives global policy decisions—was birthed in the nineteenth century. It is embraced, and usually unquestioned, by the majority of people in our culture. It serves to guide policy decisions—from town planning boards, to state and federal agencies, to the Oval Office, and is the foundation of the push for globalization that we are witnessing today. But what if this paradigm of progress, one that was forged long before our understanding of how complex systems function, is flawed? What if it is an ill-founded belief—a myth?

Myth, as my friend Richard Thompson pointed out while we were hiking in the White Mountains, actually has two definitions. One defines myth as a legendary story that at its core unveils some truth. These myths are the type that Joseph Campbell so eloquently presented. Another definition of myth holds that it is an accepted belief that is fallacious.  It is within this second context that “myth” is used in this book.

The ruling paradigm rests on the idea that for more than a century, things have dramatically improved for people on this planet—and will continue to improve—as economic systems keep expanding. So as President Bush stated, continued economic growth equates to progress. But a number of economists including Georgescu-Roegen, Daly, and Kenneth Boulding (once president of the American Economic Association), plus such scientists as Donella Meadows and ecologist Paul Ehrlich have questioned this perspective. They suggest that at some point economic expansion will outstrip both the availability of resources and the ability of the Earth to absorb the waste products generated by this growth. As this point approaches progress will slow, eventually cease, and then retreat. Neoclassical economists always counter this concern with the following: As we continue to develop new technologies and harness ever-increasing amounts of energy, we will be able to stay well ahead of resource depletion and be able to handle waste generation, and as a result, progress will continue. As we will see, scientific laws suggest otherwise.

Possibly the most ardent supporter of continuous growth was economist Julian Simon, who asserted, “We now have in our hands—in our libraries, really—the technology to feed, clothe, and supply energy to an ever-growing population for the next 7 billion years.”1 When Simon made this assertion, the global population was increasing at around 1.6 percent a year. Al Bartlett, a retired University of Colorado physicist, decided to calculate a sustained rate of annual growth of the human population at just 1 percent. At this rate it would take only seventeen thousand years for the number of people to equal the number of all the atoms in the universe.2 Obviously Simon’s assertion regarding global population growth is not only impossible, but also extremely naive. Yet he is revered in the neoclassical economic community.

The fervent faith that neoclassical economists place in unlimited growth is based on and supported by two things. The first are indicators of what I call “material progress.” These indicators track such things as increasing GDP (gross domestic product), increases in per capita income, and longer life expectancies. The second is a linear model of progress that doesn’t take into account iterative feedback that can dramatically change how a complex system behaves. This linear view fosters predictability—that the system will function in the future just as it has in the past. The Myth of Progress is a critique of the failings of this linear view, but first let’s look more closely at two indicators used to support the current notion of progress.

Increasing gross domestic product is the most broadly accepted indicator of progress. GDP is an annual summation of all the monetary transactions that occur within an economy. If more money changes hands, the economy is more robust, and therefore things must be better for people within that economy. But the GDP has a number of major flaws as an indicator of progress. A critical one is that money spent to tackle social, medical, or environmental problems is registered as a boost for GDP. Most people would agree that increasing levels of air pollution would not indicate progress. But as air pollution goes up, so do medical costs associated with asthma, emphysema, and heart disease. The money spent to deal with these increased medical problems is registered as growth of the GDP, as is the money spent to clean up environmental messes like superfund sites, or money spent to fight crime,  drug addiction, and terrorism. Costs associated with declines in social or environmental quality actually boost GDP.

A second flaw is that activities that don’t involve the exchange of money are not part of the GDP. How important is the work that takes place within families or volunteerism within communities? I think most people would say that intact families and vibrant communities would be strong indicators of progress. Yet these never figure into GDP, and even worse, when crime or drug use isolate people in communities, or when parents need to work longer hours (resulting in less time for family interaction), the GDP goes up, not down.

Finally, rising GDP doesn’t lift all boats. In the 1980s as the U.S. GDP rose 20 percent, the richest 1 percent of Americans increased their wealth by 60 percent whereas the majority of Americans saw little gain, and the bottom 40 percent of Americans got poorer.3 Since the 1980s middle-class families have had to work longer hours simply to maintain their 1980 standard of living as the GDP experienced its steepest growth.4 These trends continue today. In 2003 the top 10 percent of Americans saw their salaries increase 1.1 percent, while the middle class saw their earnings drop 0.1 percent, and the bottom 10 percent lost 1.2 percent of their salaries.5 In 1979 the mean salary for individuals in the top 10 percent was 3.7 times greater than those for individuals in the bottom 10 percent. In 2003 that difference had grown to 4.7 times greater.6

In response to the GDP’s problems as a flawed indicator of progress, Mark Anielski and Jonathan Rowe of Redefining Progress developed a new indicator, the GPI or genuine progress indicator. The GPI adjusts for the social, environmental, family, and medical costs mentioned above. Tracking both the  GDP and GPI since 1950 shows that they grew in tandem until about 1980. Then the GDP grew more steeply while the GPI started to fall, and continues to fall as social, health, and environmental problems grow more pervasive.7 This might explain why a March 1994 Business Week/Harris poll found that 70 percent of the public was gloomy about the future when the U.S. economy and GDP were booming and per capita income (the average income of all wage earners) was increasing.8 As the level of affluence of the wealthy increases, it can pull up per capita income figures even as the majority of wage earners’ incomes stagnate or fall. The general experience for the average citizen in 1994 was that things didn’t seem to be getting better. I would imagine that this perspective has only strengthened during our current “war on terror”—a war that has no apparent end in sight.

Better physical health, often measured in increasing life span, is also commonly used as an indicator of progress. But what are we to make of the following facts: heart disease is the number one cause of premature death in this country; suicide ranks eleventh,9 with an estimated three students in the average high-school classroom having attempted to take their own lives10; and depression is the fourth leading cause of disability in the developed world.11 Asthma, obesity, and type 2 diabetes—all diseases that have a strong environmental component—have dramatically increased over the past two decades. Between 1980 and 1996 the number of asthma attacks occurring in a twelve-month period increased 73.9 percent.12 In 1985 only eight states reported obesity rates in the high range of 10 to 14 percent of their population. By 2000, twenty-two states reported obesity rates of greater than 20 percent of their population—more than a four fold increase of obesity in just fifteen years.13 With the increasing rate of  obesity, type 2 diabetes has also increased and now affects 6.5 percent of Americans.14 Medical technology—a form of material progress—is allowing people to live longer, but these statistics do not suggest that people are living healthier, better lives.

Unipolar depression—a modern disease that has not been confirmed in nonindustrial societies—is at epidemic levels in industrialized nations.15 During the last fifty years, the average age of onset of unipolar depression has dropped from the late forties to the late twenties.16 More than 330 million people worldwide suffer from this disease, and by the year 2020 it is expected to be the second leading cause of disability in the world.17 It is interesting to note that the Amish, who embrace a simple, community-based lifestyle, have rates of unipolar depression five times lower than their surrounding more affluent neighbors.18 Simply looking at longevity or affluence as indicators of progress is much too simplistic. It wouldn’t be wrong to speculate that something is amiss when the leading causes of death and disability in the modern world are diseases—unheard of in nonindustrial cultures—that attack the heart and the mind.

Although I have presented a number of figures in the last four paragraphs, this book will not be a compilation of endless facts and statistics. There are two reasons for this. The first is that facts and statistics do not necessarily represent truth. They can be intentionally manipulated to support any argument. This is why scientific research is supposed to be peer-reviewed. The generation of facts is directly linked to researchers’ perspectives, the kinds of questions they ask, how they gather their data, and the statistical analyses they choose to use. As such, facts should be suspect until it can be seen how they were derived. Let me give an example.

In his book, The Skeptical Environmentalist, Bjørn Lomborg writes:

Discussing forests, Worldwatch Institute categorically states that the world’s forest estate has declined significantly in both area and quality in recent decades. As we shall see in the section on forests, the longest data series from the UN’s FAO show that global forest cover has increased from 30.04 percent of the global land area in 1950 to 30.89 percent in 1994, an increase of 0.85 percentage points over the last 44 years.19

As a forest ecologist, I was intrigued by Lomborg’s assertion that forest coverage expanded during a period of time that witnessed increasing rates of clearcutting and forest fragmentation in the tropics and other parts of the world. The facts he states come from the United Nation’s Food and Agricultural Organization and are based on the following definition of forest: A forest is any site that is greater than 0.5 hectares in size, with trees that reach a minimum of five meters in height and a crown coverage that exceeds 10 percent of the area. This means that any site slightly larger than an acre, with widely spaced sixteen-foot tall trees that at midday shade only 11 percent of the ground, is a forest. Under this definition many suburban lawns, golf courses, and city parks would be considered forests. But that’s not all. Reading the FAO’s guidelines further I found that tree plantations, tree nurseries, and even recent clearcuts that don’t meet the above standards also fall under the FAO’s definition of a forest if in time they will grow sixteen-foot tall trees.20 How does this definition of forest match yours?

Lomborg never defines what he means by “forest.” So if readers don’t take the time to examine the endnotes, and in this case go to the FAO’s web site to check how the above facts were derived, they could easily think that healthy, intact, forest cover is increasing globally. If Lomborg had focused on global trends regarding healthy, intact forests, his facts would have supported the Worldwatch Institute’s assertion forest area and quality have actually declined.

Another reason that this book doesn’t focus on statistics is that it is important to understand the underlying principles governing complex systems and not end up lost in a sea of facts. The Myth of Progress guides readers to an understanding of a few critical, underlying, scientific laws that govern all complex systems—laws that our reigning paradigm of progress completely ignores. These laws include the law of limits to growth, the second law of thermodynamics, and the law of self-organization in complex systems. Yet before we examine these three laws of sustainability, it is necessary to understand the differences between linear and complex systems, and how these differences relate to the myth of progress.
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THE MYTH OF CONTROL

Complex versus Linear Systems

“The control of nature is a phrase conceived in arrogance, born of the
Neanderthal age of biology and philosophy …” —Rachel Carson1

Chaos

My first exposure to computers based on microchip technology was in 1980. Jimmy Carter had just lost the presidency to Ronald Reagan. An evening news report showed Carter at home writing his memoirs on a “word processor,” which if I remember correctly looked like an early Apple computer. Just eight years earlier I had been running punch cards through a vacuum tube–run IBM 360 mainframe computer that took the space of a small room at the University of New Hampshire’s computer center. At that time the future of computers appeared to be in large mainframes like this one, which serviced a host of programmers; computers would be the domain of the highly trained. Who could have imagined that in less than a decade new technology would change the field so dramatically? As I watched Carter typing away on his personal computer, I realized that in eight short years all of my computer training had become obsolete. Yet the now-antiquated mainframe computer did generate some startling discoveries, possibly the most important being chaos theory.

It was on a Royal McBee, a vacuum tube–run computer in the early 1960s, that Edward Lorenz, a research meteorologist at MIT, inadvertently stumbled upon a finding that shook the very paradigmatic foundations of Western science. Lorenz’s Royal McBee would look like a prehistoric dinosaur next to today’s computers—a huge mass of tubes and wires that rattled loudly while operating. Although more than a hundred times as large as a personal computer, it had thousands of times less “brain power.” Yet it could do something that people couldn’t—it could execute millions of calculations in a relatively short span of hours.

Lorenz had been attracted to weather as a child and followed this interest to one of the premier research institutions in the world. Unlike astronomy—a physical science that could make fairly accurate long-term predictions regarding eclipses or the return of comets—meteorology had progressed little through the twentieth century in terms of accurately projecting the weather just a few days hence. Lorenz hoped to change that. Within his Royal McBee he created a virtual weather system. Through the coupling of twelve equations that related such things as pressure to wind direction or temperature to pressure, he produced a computerized system that mimicked the weather.2 He hoped that he would be able to glean repeated patterns from his virtual system that could be applied to improving real weather forecasting.

During the winter of 1961 he stopped the computer in the midst of one of its runs to double check a weather sequence in his virtual world. He typed in the numbers from his printout at the point where he wanted to restart the run and left his office to let the McBee rattle away. Upon his return he was shocked to find that the new run, after just a few cycles, had totally diverged from the original run. Because each run started at the same point and followed the same laws as prescribed by his programmed equations, both runs should have been identical.

Lorenz double-checked the number he inputted to start the second run with those on the first printout. It was this comparison that led Lorenz to a starling discovery. For the second run he had entered the number 0.506, a rounded down version of the printout’s number—0.506127. The two numbers differed by only 0.000127—a little more than one ten-thousandth.3 Based on the well-established scientific notion—proximate knowledge of initial conditions—such a small change shouldn’t have affected the outcome of the run. It was known in the scientific community that absolutely accurate measurements of anything were not possible. But having a close measurement of initial conditions—proximate knowledge—was fine for making future predictions due to convergence, a situation where minor perturbations in a system tend to cancel each other out, allowing the system to function in predictable ways. Under this paradigm, if you are a little off at the start in your measurements, it only means that you will be a little off at the end.

This concept is borne out in a scene from the movie Apollo 13. As the disabled space capsule carrying Jim Lovell and crew approaches the Earth, they have to readjust their angle of descent. If the angle too steep they will burn up; if it’s too shallow, they will bounce off the Earth’s atmosphere, never to return. They need to readjust their descent pattern by using thrusters for a prescribed period of time while holding the capsule in a fixed position. Of course the timing of the thruster use and the holding steady of the capsule couldn’t be accomplished with absolute accuracy. It didn’t matter, though, because if their initial conditions of thrust and position were proximate, it would be enough for a successful descent—one they accomplished.

What Lorenz saw in the second run of his Royal McBee made him realize that not only would long-term accurate weather prediction be unattainable, but more importantly the notion of proximate knowledge of initial conditions was flawed. Slight alterations at the start of a system could indeed dramatically alter its future behavior. This would come to be known as the butterfly effect, after a hypothetical scenario. The beat of a butterfly’s wings in Asia creates minor air movements, initiating a long string of events that cascade through the meteorological system, eventually generating a powerful storm in the United States. As such, systems like Lorenz’s virtual weather weren’t predictable. Lorenz shared his findings with colleagues who, being steeped in more than two centuries of Newtonian physics and believing in the rightful place of proximate knowledge of initial conditions, rejected the finding. Later they would come around to call these systems chaotic. The naming of such systems as chaotic and the study of them as chaos theory show just how embedded in a linear paradigm western science was—a paradigm imbedded in predictability, spawned by the work of Galileo and Descartes, and later codified by Newton’s grand synthesis.

Linear Systems

For almost 2,000 years prior to the seventeenth century, Aristotle’s ideas formed the very foundation for Western natural science. At the heart of Aristotle’s work was change. He saw matter and form as inextricably linked by a dynamic, developmental process of change that he labeled entelechy—selfcompletion. The matter of a rotting log is transformed into a fungus, or milkweed leaves consumed by a caterpillar become transformed into a monarch butterfly. For Aristotle, to develop an understanding of the world, it was necessary to comprehend how change was continuously restructuring matter into new forms. Through this approach to studying the natural world, process and pattern became far more important than the material of which something was composed. As we will see, Aristotle’s underlying notions are strikingly similar to modern complex systems science.

In the early seventeenth century a new scientific paradigm emerged from the work of Galileo and later René Descartes. Both men advanced the idea that the world was comprised of matter in motion. The best approach to understanding the nature of matter in motion was to reduce problems to simple terms that could be analyzed and solved through simple mathematical equations. This approach gave rise to reductionism—to understand how something worked, it had to be taken apart, and its parts studied at increasingly smaller levels. Using this approach Galileo was able to predict movements of planets in somewhat accurate ways.

Descartes took reductionism even further. He was intrigued by machines that were prevalent in Europe in the early seventeenth century, such as wind-up clocks and various wind and water mills. These devices had a profound impact on his thinking, causing him to view the natural world as being composed solely of machines. “We see clocks, artificial fountains, mills and other similar machines which, though merely man-made, have nonetheless the power to move by themselves in several different ways … I do not recognize any difference between the machines made by craftsmen and the various bodies that nature alone composes.”4

He knew that a machine could be understood if one knew all the parts and the sequence in which they interacted. In order to know the parts, one needed to take apart the machine—reductionism. Since each part would drive another that would in turn drive yet another part, the machine represented a linear system. A linear system does not mean that the system can’t run in a cyclic fashion like the hands of a clock. But it does mean that the system can’t feed back on itself. In a linear system each part works in a lockstep way with the other parts, so that the system always follows the exact same sequence of interactions between the parts. In this way a linear system is extremely predictable, and as such, controllable. After so many ticks of the gears, the minute and hour hands of a clock will have moved only so far. For Descartes the sum of a machine’s parts simply equaled the whole. What is lost in this paradigmatic view of the world is that the whole may be much more than the sum of its parts. More than any other scientist of his time, René Descartes changed the paradigmatic nature of Western science—from Aristotle’s holistic view to a reductionistic, linear view that focused on the parts rather than the whole. But it was Sir Isaac Newton who codified linear science with his study of mechanics.

I remember my high-school physics class and all sorts of experiments that we conducted to confirm Newton’s laws of mechanics, such as F = MA—force equals mass times acceleration. However, to get close to proving these laws, we had to use air machines to reduce friction as much as possible, or drop high-density items rather than low-density ones. The dropping of baseballs from our third story high school windows worked well to confirm Newton’s laws. But if we had dropped dried leaves—impacted by wind currents and their own tumbling behavior—the equations wouldn’t have worked at all. The failure of Newtonian mechanics in certain circumstances was never discussed in this class. Instead Newton’s work was always shown to display the hallmark of science—predictability.

Descartes’s and Newton’s approaches to scientific inquiry have proven very powerful in various branches of science over the last four centuries, but their approaches have huge deficiencies when applied to the complex natural systems that surround us—biological, geological, meteorological—as well as human-generated systems, such as an economy. These systems all have parts that can interact with other parts in different ways at different times, allowing these systems to loop, or feed back on themselves. It is this process of feedback that creates a number of profound differences between complex and linear systems.

Complex Systems

Because of a complex system’s ability to feed back on itself, it loses quickly the inherent predictability of a linear system. Each morning millions of people in this country commute to work, often driving cars into urban areas. For these commuters it is not possible to predict exactly how long the commute will take. The choked highways generate their own feedback. A driver leaves home in good spirits, but finds he is becoming anxious at the somewhat slower pace of the commute. He becomes more aggressive than usual and cuts into a lane too close to the car behind him. That individual brakes unexpectedly and gets rear-ended by the car behind him. One lane of traffic is stopped and backs up the highway for miles. In this case the slower commute fed back on itself, creating conditions that further slowed the drive. This is called positive feedback because it forces the system to keep moving in the direction it started—slow to slower.

The same is true for weather. Last night our weather report predicted two to four inches of snow by morning. It’s now 9 a.m., partially sunny, and no snow has fallen. This morning’s weather report talks only of flurries this afternoon. How could a forecast change that much in just twelve hours? The answer is that weather is a complex system that feeds back on itself. In this instance a Canadian high-pressure system moved faster than expected because of influences from other Northern Hemisphere frontal systems. The high-pressure system deflected the snow-producing, low-pressure system farther to the south. I doubt a butterfly in China is the cause of this change, since it is winter there as well, but here in 2004 Lorenz’s sense that consistently accurate weather prediction would never be possible is holding true.

In Lorenz’s day, complex systems like the flow of commuter traffic and weather were called chaotic because it wasn’t possible to predict what they would be doing at an exact point in time—as opposed to a linear system, which is predictable. Since prediction wasn’t possible, commutes and weather were seen as chaotic, messy things. I agree that particular kinds of weather and commutes can be quite messy, but in fact such systems are not chaotic at all. If we examine the patterns generated by commuters or weather over larger scales of time, like a year or a decade, then the behavior of the system becomes quite conservative and predictable. It’s true that we can’t accurately predict the weather one week from now, but based on many years of data we can confidently assume that January will be the coldest month of the year in Vermont, that we won’t get low-elevation snows in July, and that November will be our cloudiest month. The patterns consistently repeat themselves. So these systems are not chaotic, it’s just that we can’t predict exactly what they will be doing at any particular point in time. Because of their conservative, longterm behavior, scientists no longer call these systems chaotic or the study of them chaos theory. Non linear systems are now called complex systems and the study of them complex systems science.

Attributes of complex Systems

Because of feedback, complex systems share a number of attributes not observed in linear systems. These attributes will be instructive in our examination of progress, since all socioeconomic systems are complex. The attributes I will focus on are: emergent properties, self-organization, nestedness, and bifurcation.

Since the parts of a complex system can interact in numerous ways, researchers in this arena quickly realized that it was much more productive to study the interactions between the parts as well as the pattern (or system behavior) that emerged from those interactions—rather than the parts alone. This represents a return to the process and pattern of Aristotle. What was also realized is that the system behavior or pattern was far greater than the sum of a system’s parts. Complex systems generated emergent properties—things that couldn’t be predicted by just examining the parts.

A trip to the savannahs of Kenya brings people into direct contact with one of the most impressive animals on the planet. It’s not the elephant, giraffe, or lion: rather, it’s the African termite. These termites build huge mounds, some up to more than twenty feet in height and as large as a small house. Big mounds house colonies that number in the tens of millions of termites. By examining individual termites, would it be possible to predict they could create such massive structures or that they can maintain an internal mound temperature that varies by only a few degrees?

Activities within a termite colony are controlled by the queen. The queen is trapped—with her king—in an underground nuptial chamber. Besides controlling the colony’s behavior, the queen’s other role is to produce about 100,000 eggs a day to keep the colony well stocked with workers and warriors. To create this kind of egg production the queen’s body grows to immense size in comparison to her workers. While a worker is the size of a small ant, the queen is as fat as a person’s thumb and about a half-foot long. This leaves the queen unable to move or even care for herself. She has to rely on her workers for everything, including feeding.

Termites communicate via the chemistry of their saliva. Whenever two termites meet, they “kiss” and exchange saliva, transmitting chemical messages. If the mound gets too warm, the chemistry of workers’ saliva changes. As workers meet, the chemical message is passed throughout the mound. Eventually the message is passed to the queen during feeding by a worker. Along with eggs, the queen also produces a continuous, chemical-rich secretion that exudes from pores all along her abdomen. Workers constantly suck up these secretions along with their chemical messages and pass them along through the colony. When the queen picks up the message through her feeding that the mound is getting too hot, the chemistry of her secretions changes. Workers tending the queen pick up the new chemical message and carry it out into the colony. Workers in the colony who receive this chemical message stop what they are doing and make their way far underground to the water table, where they fill themselves. They then climb back up into the mound and paint its walls with water. Evaporation of the water lowers the mound’s temperature, and when the correct level is reached, chemical messages come back to the queen and her water-gathering message is turned off.5 The mound, the maintenance of its temperature, and the chemical communication pathway are all emergent properties of the termite colony that couldn’t be predicted from examining individual termites. A focus on individual parts—the termites—in a reductionistic, linear approach would completely miss the large-scale behavior of the colony.

In a way the termite colony is a superorganism, with warriors functioning as the immune system, workers as the nervous system and musculature, and the queen as the brain and reproductive organs. Like the termite colony, all organisms are complex systems—something lost to Descartes. As such they have emergent properties. Through the study of neural pathways in the brain, who could predict emotions such as love and sorrow, or the propensity to create music and poetry? An examination of the parts could never surmise these attributes because they are emergent properties that arise from the complex interactions within the brain. In a complex system the whole is always greater than the sum of the parts.

Many complex systems also function in a similar way to Aristotle’s self-completing entelechy. But the term used today is self-organizing. These are systems that take in energy and use it to increase their level of complexity through time. All natural complex systems that grow (and many humangenerated ones) function in this way. Multicellular organisms start life as a single cell and, as they develop, increase that cell to millions of cells representing a variety of specialized cell types. A clearcut forest is left in a simplified state. In time it grows back to a forest with complex structure and a wide variety of organisms. Life on Earth started as single-celled organisms restricted to marine environments. Now even the complexity of life on land is astounding. Hurricanes start as small tropical depressions that feed off the energy of warm ocean waters and grow and increase their internal complexity. The Internet didn’t exist prior to 1990. Its level of complexity today is mind-boggling. All these systems are engaged in self- organization and as such grow and increase their complexity through time. A linear system by comparison is static and unable to self-organize.

Complex systems also tend to be nested, one within another, and are separated by fuzzy boundaries. These are boundaries that allow for the flow of energy, materials, and information between larger- and smaller-scale systems, but maintain each system’s integrity. Biological and political systems demonstrate these attributes well.

Within an ecosystem are individual organisms that take in energy, matter, and information from the ecosystem. For humans our digestive system, lungs, skin, and sensory organs form our fuzzy boundary. Within each of us lie our cells, which have a membrane to function as their fuzzy boundary to regulate the movement of molecules into and out of the cell. Within each cell are organelles, such as mitochondria, that also separate themselves from the rest of the cell by a membranous fuzzy boundary. All of these represent a series of nested, complex, biological systems—mitochondria in the cell, the cell in the organism, the organism in the ecosystem, the ecosystem in the biosphere. 

We can see the same nestedness in political entities. Towns and cities are nested in states, which comprise the United States of America—one of almost 200 countries on this planet. All of these diffrent levels of political organization have spatial boundaries that give them integrity and laws that govern how those boundaries operate. Because materials, energy, and information cross into and out of towns, states, and countries, they too have fuzzy boundaries like nested biological systems. As we will explore in upcoming chapters, selforganization and nestedness will be critical in our examination of progress, as will be the process of bifurcation. However, before delving into bifurcation, let’s examine how an old-growth forest displays emergent properties, self- organization, and nestedness.
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INTO THE FOREST

A forty-minute drive from my home in Westminster, Vermont, takes me to the southwestern corner of New Hampshire and to Pisgah State Park. At 13,000 acres, Pisgah is the second-largest state park in New England. Only Baxter State Park in northern Maine is bigger. Pisgah is a jewel of wilderness. Unlike other state parks it is completely undeveloped, with the exception of trailhead parking lots, and much of the western half of the park was never cleared for agriculture during the nineteenth century. As such, Pisgah offers the largest expanse of intact low-elevation forest in the region. In the core of its western side, one can still find pockets of old-growth forest. During the last few years I have come across four such pockets, the biggest covering almost 100 acres on the southeastern side of North Round Pond. We will be visiting this largest stand of old growth in each chapter to explore how it displays the scientific principles discussed in this book. 

As I approach the old-growth from the east, I pass through a forest, dominated by sixty-five-year-old hardwoods, that was spawned after the devastating winds of the 1938 hurricane. This southeastern-facing slope took the full brunt of the storm—the entire forest was leveled. Since the hurricane, the young hardwood forest has increased its level of selforganization as it has grown in stature. Up ahead I can see the crest of the ridge. When I reach it and start to descend the northwest-facing slope, I will enter a wind-protected forest dominated by 350-year-old hemlocks.

The hemlocks appear as stately as some of the grand trees that exist in the forests of the Pacific Northwest—their coarse, rusty-red bark graced by a chartreuse-colored crustose lichen. I have only seen this lichen growing on hemlocks of more than 250 years, so its presence is a testament to their age. The forest is anything but neat and tidy. Dead chestnut snags are lodged in the hemlocks; the rotting remains of snapped-off trees litter the ground. But hidden in what appears to be disarray is in fact a very complex and highly ordered system.

The energy that the trees capture from sunlight is partitioned into myriad pathways, each supporting, particularly below ground, innumerable organisms. Since it is not a linear system, we can’t predict how each bundle of energy will move through the forest, but we can predict that for every bundle captured by the trees an equal amount will be released as heat from the forest. In this way the forest is a stable system, anything but chaotic.

On the trunk of a nearby white ash is some lungwort—a large-bodied lichen that looks like a lettuce leaf tacked onto the bark. Lungwort isn’t a plant, but rather an association between a green alga and a fungus. In this case the photosynthetic algae are nested within the thallus of the fungus. Each lungwort is nested upon its own tree. All the trees are nested in the old-growth forest. This is just one example of the overlapping nestedness that occurs in this forest. If we could see into the soil, the layers of nestedness would be even more complex. It has been estimated that a teaspoon of soil contains billions of organisms, all connected in a dizzying array of interactions. The trees, the soil organisms, and all the other plants, animals, and fungi in this forest, while striving for their own existence, create a system that supports all. Each organism has developed numerous tightly knit relationships with its neighbors. Through these interactions each species has not only become more specialized to coexist with its neighbors, but to service them as well. Ecologists call a forest like this one an ecological community. It is an apt term since all the species in this old-growth forest help each other thrive. This is a clear statement of the system’s high level of self-organization.

At some time in the past, it’s quite likely that this site didn’t support an old-growth forest. Maybe a winter gale leveled a previously existing forest more than a thousand years ago—not unlike what the 1938 hurricane did to the forest on the other side of the ridge. Such an event would have disrupted the high level of self-organization in that community. However, through time the new maturing forest would steadily increase its complexity and self-organization, eventually reaching its present state. Just like the growth of an embryo to a fetus, to a newborn, to a child, to an adult, forests through time increase their complexity and self-organization. They also develop emergent properties.

One of these properties is that there is no such thing as waste in this forest. Every discarded bit of biomass, secretion, excretion, necrotic mass, and even the slime trails of the slugs that forage algae on the trunks of the beech trees are a resource for other organisms. Everything is consumed and recycled in this forest. There would be no way to predict that by examining each organism; it is a property of the entire system and a testament to its very high level of self-organization. A forest like this can offer an Edenic blur of beauty and peace, but a deeper look opens an incredibly intricate complex system that sustains not only itself but all that live within it. Nature can teach us a wealth of wisdom if we just pay attention. 
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Bifurcation

There are two kinds of feedback that can occur in a complex system—positive and negative. Although positive and negative are often equated to good and bad, in the context of complex systems science there is no such relationship. Negative feedback maintains the status quo of a system’s behavior. The termite colony and mound represent a system with negative feedback that keeps the mound’s temperature at a consistent level. When the mound heats up, the queen sends out a message for the workers to get water. As the mound cools down through evaporation, the queen is alerted through a chemical message. The shutting off of the queen’s message to get water is the negative feedback in this system that keeps the mound’s temperature at a set level.

In a system with positive feedback, the feedback amplifies the system’s behavior in a directional, accumulative way. Today sea ice in the Arctic Ocean is thinning due to a warming polar climate. If the current rate of sea ice thinning continues, within 20 years a large portion of the Artic Ocean will become open water during the summer season. The open ocean will absorb sunlight that otherwise would be reflected out to space off the sea ice, thus generating further warming. This represents positive feedback in the polar climatic system. With sustained positive feedback the impacts eventually may build up to such a degree as to throw the system into a totally new mode of behavior. The point at which a complex system jumps into a new behavioral pattern is known as a bifurcation event.

We can see bifurcation events all around us. An earthquake, where pressure in the Earth’s crust consistently builds for years or even decades and eventually results in a powerful temblor; or a dramatic drop in the stock market, where stocks consistently being overvalued for years are dumped all at once; or a revolution, where years of oppression eventually result in citizens overthrowing their political system—all happen quickly, often without warning, the result of positive feedback within the system.

Bifurcation may be the most challenging concept related to complex systems science because it presents a new paradigmatic view of change. Since the time of Charles Darwin Western culture has viewed change as a slow, gradual, accumulative phenomenon. But due to bifurcation points in a complex system, large-scale change happens dramatically fast, not gradually. Although the positive feedback leading up to bifurcation may be gradual, the change in system behavior is abrupt— the proverbial straw that broke the camel’s back. The positive feedback is the continued loading of the camel. As this is happening everything seems fine and there is no indication that the camel is going to have a problem until that last straw is added and the bifurcation occurs resulting in a broken back.

This paradigm of rapid change brought forth in complex systems science is actually not new. Complex systems theory has revived an eighteenth-century view of change. Before Darwin’s theory of evolution was published, the reigning paradigm in Western science was that large-scale change was abrupt. The formation of mountains, oceans, and new species was due to direct and cataclysmic intervention by God. But in the late eighteenth century James Hutton brought forth the geologic theory of uniformitarianism—the idea that all geological features could be explained through slow, accumulative change. Over long periods of time sediments could pile up under the ocean and then be lifted slowly to form mountains—gradual, accumulative change. 

Hutton’s work dramatically influenced the geologist Charles Lyell, who was a close friend of Darwin and had a profound impact on the young naturalist’s thinking. Darwin incorporated this view of slow, accumulative change into his theory of the evolution of species. His one problem was that the fossil record didn’t support his theory of gradualism. Examples of fossil sequences that showed gradual, accumulated change were rare, while abrupt changes of fossils found in rock strata were common. Darwin claimed that the fossil record hadn’t been studied completely and that when it was, it would validate his theory of gradualism.

For more than a century paleontologists examined the fossil record in rock strata around the world and usually found long periods of little change in fossils followed by abrupt changes in the strata. In 1972 Niles Eldredge and Stephen J. Gould came up with a new theory of evolution called Punctuated Equilibria. In this evolutionary theory, the norm for species is stasis or equilibrium, which means that they show little evolutionary change over long periods of time. This would be equivalent to a complex system’s conservative approach to maintaining its system behavior through time via negative feedback. Eldredge and Gould theorized that the long period of stasis is then followed by dramatic punctuated change—a bifurcation event known as speciation. A debate about whether new species evolve through gradual processes or quick, punctuated events is currently active in the biological community, but based on our understanding of how complex systems behave, Eldredge and Gould’s theory makes sense, since species are complex systems.

Another critical aspect regarding bifurcation events is that their timing often can’t be predicted. In fact, they sometimes come as a complete surprise because the positive feedback is masked by the system’s status quo until the point of bifurcation is reached. A wonderful example of this is the fall of the Berlin Wall. No one predicted this event a year, a month, or even a week before it happened—the CIA was caught completely off guard. From all appearances Communism was well in place. But positive feedback had been at work in the system for years, and on that day in 1989 a bifurcation was reached and the whole political system changed overnight.

The Linear Paradigm and Western Culture

For the past four centuries a linear, reductionistic paradigm has not only structured Western science but also the culture’s view of the world. Our educational system has played a strong role in developing and supporting this paradigm. All of my science classes in high school and college were based on a linear systems approach, even though we were often studying complex systems. Not only that, the entire way the educational system was structured was based on the linear paradigm. Knowledge was divided into parts—science, philosophy, history, math—when in fact all these approaches are tightly connected. During my education I was never exposed to an interdisciplinary approach to knowledge. Knowledge was divided into its parts, and then the parts were divided further. Science was broken down into the biological and physical sciences. Then each branch was reduced further and further into even more specialized courses—reductionism. Most of the courses also had a linear approach to evaluation that focused on the parts through objective tests. To prepare for these tests I had to memorize thousands of individual facts. It was rare to take a test that asked me to synthesize the material in ways that examined my understanding of pattern or process. 

Based on this educational approach, it shouldn’t be surprising that our entire cultural outlook is focused through the lens of linear-systems thinking even though the bulk of the systems we see and interact with don’t function in this way. As such we are deceived into a sense that we can control things like nature, the economy, or social problems by tinkering with parts, when in fact we can’t. A look at the 2003 foreign policy on terrorism is a prime example.

Since international relations form a complex system, a sound approach to solving world terrorism would be to look at the large-scale system’s behavior that has given rise to it. What has been the nature of the positive feedback that has created and feeds this fearful state of affairs? This question should be the focus of our foreign policy if we are to solve this problem. Yet our current foreign policy is based on a linear approach in which we focus on the parts—Bin Laden, Al Qaeda. Our leaders think we can control terrorism by simply taking out the terrorists. Although going after terrorists should be part of our policy, by itself this approach— focused solely on the current individuals and organizations who commit crimes of terror—will never succeed in ridding the world of terrorism. It will only maintain the “war on terror” indefinitely as ever-new terrorists replace the old. If we hope to win this war then we need to remove the positive feedback that breeds terrorism. The problem is that our leaders haven’t been trained to think from a complex system’s perspective. They are still enmeshed in a paradigm where a system, like international relations, can be controlled unilaterally by tinkering with its parts.

The huge growth in the use of pharmaceuticals is another example of a linear approach to problem solving. Rather than identifying the underlying causes of disease and focusing our efforts there, most of the funding and research go into figuring out how to fix a disease after it has taken hold. Again this represents a linear approach focused on manipulating the parts—symptoms of the disease—as a means to control the disease itself, instead of adjusting the system’s initial conditions, which are often environmental, to keep the disease from occurring in the first place.

Predictability and control lie at the heart of our reigning notions of progress. Our leaders believe they can control the future by constantly adjusting the parts. Technological advances are touted as the means to control one day those things that we can’t control right now, allowing progress to continue. Yet the systems relating to progress—social, political, economic, and environmental—are complex, and as such can’t be controlled in this manner. In fact the more we attempt to control them, as the fall of Communism points out, the more we tend to force the system, through positive feedback, into an entirely new mode of operation. Control is a reality in a linear system, but in a complex one, it’s simply a myth.
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