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    INTRODUCTION


    I was chatting with a medical school friend of mine who is now a general surgeon in San Francisco. We were trading war stories, as surgeons are apt to do. One of John’s was about a guy who came in on Halloween night with a stab wound. He had been at a costume party. He got into an altercation. And now here he was.


    He was stable, breathing normally, not in pain, just drunk and babbling to the trauma team. They cut off his clothes with shears and looked him over from head to toe, front and back. He was of moderate size, about two hundred pounds, most of the excess around his middle. That was where they found the stab wound, a neat two-inch red slit in his belly, pouting open like a fish mouth. A thin mustard yellow strip of omental fat tongued out of it—fat from inside his abdomen, not the pale yellow, superficial fat that lies beneath the skin. They’d need to take him to the operating room, check to make sure the bowel wasn’t injured, and sew up the little gap.


    “No big deal,” John said.


    If it were a bad injury, they’d need to crash into the operating room—stretcher flying, nurses racing to get the surgical equipment set up, the anesthesiologists skipping their detailed review of the medical records. But this was not a bad injury. They had time, they determined. The patient lay waiting on his stretcher in the stucco-walled trauma bay while the OR was readied.


    Then a nurse noticed he’d stopped babbling. His heart rate had skyrocketed. His eyes were rolling back in his head. He didn’t respond when she shook him. She called for help, and the members of the trauma team swarmed back into the room. His blood pressure was barely detectible. They stuck a tube down his airway and pushed air into his lungs, poured fluid and emergency-release blood into him. Still they couldn’t get his pressure up.


    
      So now they were crashing into the operating room—stretcher flying, nurses racing to get the surgical equipment set up, the anesthesiologists skipping their review of the records, a resident splashing a whole bottle of Betadine antiseptic onto his belly, John grabbing a fat No. 10 blade and slicing down through the skin of the man’s abdomen in one clean, determined swipe from rib cage to pubis.

    


    “Cautery.”


    He drew the electrified metal tip of the cautery pen along the fat underneath the skin, parting it in a line from top to bottom, then through the fibrous white sheath of fascia between the abdominal muscles. He pierced his way into the abdominal cavity itself, and suddenly an ocean of blood burst out of the patient.


    “Crap.”


    The blood was everywhere. The assailant’s knife had gone more than a foot through the man’s skin, through the fat, through the muscle, past the intestine, along the left of his spinal column, and right into the aorta, the main artery from the heart.


    “Which was crazy,” John said. Another surgeon joined to help and got a fist down on the aorta, above the puncture point. That stopped the worst of the bleeding and they began to get control of the situation. John’s colleague said he hadn’t seen an injury like it since Vietnam.


    The description was pretty close, it turned out. The other guy at the costume party, John later learned, was dressed as a soldier—with a bayonet.


    The patient was touch and go for a couple days. But he pulled through. John still shakes his head ruefully when he talks about the case.


    There are a thousand ways that things can go wrong when you’ve got a patient with a stab wound. But everyone involved got almost every step right—the head-to-toe examination, the careful tracking of the patient’s blood pressure and pulse and rate of breathing, the monitoring of his consciousness, the fluids run in by IV, the call to the blood bank to have blood ready, the placement of a urinary catheter to make sure his urine was running clear, everything. Except no one remembered to ask the patient or the emergency medical technicians what the weapon was.


    “Your mind doesn’t think of a bayonet in San Francisco,” John could only say.


    He told me about another patient, who was undergoing an operation to remove a cancer of his stomach when his heart suddenly stopped.* John remembered looking up at the cardiac monitor and saying to the anesthesiologist, “Hey, is that asystole?” Asystole is total cessation of heart function. It looks like a flat line on the monitor, as if the monitor is not even hooked up to the patient.


    
      The anesthesiologist said, “A lead must have fallen off,” because it seemed impossible to believe that the patient’s heart had stopped. The man was in his late forties and had been perfectly healthy. The tumor was found almost by chance. He had gone to see his physician about something else, a cough perhaps, and mentioned he’d been having some heartburn, too. Well, not heartburn exactly. He felt like food sometimes got stuck in his esophagus and wouldn’t go down and that gave him heartburn. The doctor ordered an imaging test that required him to swallow a milky barium drink while standing in front of an X-ray machine. And there on the images it was: a fleshy mouse-size mass, near the top of the stomach, intermittently pressing up against the entrance like a stopper. It had been caught early. There were no signs of spread. The only known cure was surgery, in this case a total gastrectomy, meaning removal of his entire stomach, a major four-hour undertaking.

    


    The team members were halfway through the procedure. The cancer was out. There’d been no problems whatsoever. They were getting ready to reconstruct the patient’s digestive tract when the monitor went flat-line. It took them about five seconds to figure out that a lead had not fallen off. The anesthesiologist could feel no pulse in the patient’s carotid artery. His heart had stopped.


    John tore the sterile drapes off the patient and started doing chest compressions, the patient’s intestines bulging in and out of his open abdomen with each push. A nurse called a Code Blue.


    John paused here in telling the story and asked me to suppose I was in his situation. “So, now, what would you do?”


    I tried to think it through. The asystole happened in the midst of major surgery. Therefore, massive blood loss would be at the top of my list. I would open fluids wide, I said, and look for bleeding.


    That’s what the anesthesiologist said, too. But John had the patient’s abdomen completely open. There was no bleeding, and he told the anesthesiologist so.


    “He couldn’t believe it,” John said. “He kept saying, ‘There must be massive bleeding! There must be massive bleeding!’ ” But there was none.


    Lack of oxygen was also a possibility. I said I’d put the oxygen at 100 percent and check the airway. I’d also draw blood and send it for stat laboratory tests to rule out unusual abnormalities.


    John said they thought of that, too. The airway was fine. And as for the lab tests, they would take at least twenty minutes to get results, by which point it would be too late.


    Could it be a collapsed lung—a pneumothorax? There were no signs of it. They listened with a stethoscope and heard good air movement on both sides of the chest.


    The cause therefore had to be a pulmonary embolism, I said—a blood clot must have traveled to the patient’s heart and plugged off his circulation. It’s rare, but patients with cancer undergoing major surgery are at risk, and if it happens there’s not much that can be done. One could give a bolus of epinephrine— adrenalin—to try to jump-start the heart, but it wouldn’t likely do much good.


    John said that his team had come to the same conclusion. After fifteen minutes of pumping up and down on the patient’s chest, the line on the screen still flat as death, the situation seemed hopeless. Among those who arrived to help, however, was a senior anesthesiologist who had been in the room when the patient was being put to sleep. When he left, nothing seemed remotely off-kilter. He kept thinking to himself, someone must have done something wrong.


    He asked the anesthesiologist in the room if he had done anything different in the fifteen minutes before the cardiac arrest.


    No. Wait. Yes. The patient had had a low potassium level on routine labs that were sent during the first part of the case, when all otherwise seemed fine, and the anesthesiologist had given him a dose of potassium to correct it.


    I was chagrined at having missed this possibility. An abnormal level of potassium is a classic cause of asystole. It’s mentioned in every textbook. I couldn’t believe I overlooked it. Severely low potassium levels can stop the heart, in which case a corrective dose of potassium is the remedy. And too much potassium can stop the heart, as well—that’s how states execute prisoners.


    The senior anesthesiologist asked to see the potassium bag that had been hanging. Someone fished it out of the trash and that was when they figured it out. The anesthesiologist had used the wrong concentration of potassium, a concentration one hundred times higher than he’d intended. He had, in other words, given the patient a lethal overdose of potassium.


    After so much time, it wasn’t clear whether the patient could be revived. It might well have been too late. But from that point on, they did everything they were supposed to do. They gave injections of insulin and glucose to lower the toxic potassium level. Knowing that the medications would take a good fifteen minutes to kick in—way too long—they also gave intravenous calcium and inhaled doses of a drug called albuterol, which act more quickly. The potassium levels dropped rapidly. And the patient’s heartbeat did indeed come back.


    The surgical team was so shaken they weren’t sure they could finish the operation. They’d not only nearly killed the man but also failed to recognize how. They did finish the procedure, though. John went out and told the family what had happened. He and the patient were lucky. The man recovered—almost as if the whole episode had never occurred.


    The stories surgeons tell one another are often about the shock of the unexpected—the bayonet in San Francisco, the cardiac arrest when all seemed fine—and sometimes about regret over missed possibilities. We talk about our great saves but also about our great failures, and we all have them. They are part of what we do. We like to think of ourselves as in control. But John’s stories got me thinking about what is really in our control and what is not.


    In the 1970s, the philosophers Samuel Gorovitz and Alasdair MacIntyre published a short essay on the nature of human fallibility that I read during my surgical training and haven’t stopped pondering since. The question they sought to answer was why we fail at what we set out to do in the world. One reason, they observed, is “necessary fallibility”—some things we want to do are simply beyond our capacity. We are not omniscient or all-powerful. Even enhanced by technology, our physical and mental powers are limited. Much of the world and universe is—and will remain—outside our understanding and control.


    There are substantial realms, however, in which control is within our reach. We can build skyscrapers, predict snowstorms, save people from heart attacks and stab wounds. In such realms, Gorovitz and MacIntyre point out, we have just two reasons that we may nonetheless fail.


    The first is ignorance—we may err because science has given us only a partial understanding of the world and how it works. There are skyscrapers we do not yet know how to build, snowstorms we cannot predict, heart attacks we still haven’t learned how to stop. The second type of failure the philosophers call ineptitude—because in these instances the knowledge exists, yet we fail to apply it correctly. This is the skyscraper that is built wrong and collapses, the snowstorm whose signs the meteorologist just plain missed, the stab wound from a weapon the doctors forgot to ask about.


    Thinking about John’s cases as a small sample of the difficulties we face in early-twenty-first-century medicine, I was struck by how greatly the balance of ignorance and ineptitude has shifted. For nearly all of history, people’s lives have been governed primarily by ignorance. This was nowhere more clear than with the illnesses that befell us. We knew little about what caused them or what could be done to remedy them. But sometime over the last several decades—and it is only over the last several decades— science has filled in enough knowledge to make ineptitude as much our struggle as ignorance.


    Consider heart attacks. Even as recently as the 1950s, we had little idea of how to prevent or treat them. We didn’t know, for example, about the danger of high blood pressure, and had we been aware of it we wouldn’t have known what to do about it. The first safe medication to treat hypertension was not developed and conclusively demonstrated to prevent disease until the 1960s. We didn’t know about the role of cholesterol, either, or genetics or smoking or diabetes.


    Furthermore, if someone had a heart attack, we had little idea of how to treat it. We’d give some morphine for the pain, perhaps some oxygen, and put the patient on strict bed rest for weeks—patients weren’t even permitted to get up and go to the bathroom for fear of stressing their damaged hearts. Then everyone would pray and cross their fingers and hope the patient would make it out of the hospital to spend the rest of his or her life at home as a cardiac cripple.


    Today, by contrast, we have at least a dozen effective ways to reduce your likelihood of having a heart attack—for instance, controlling your blood pressure, prescribing a statin to lower cholesterol and inflammation, limiting blood sugar levels, encouraging exercise regularly, helping with smoking cessation, and, if there are early signs of heart disease, getting you to a cardiologist for still further recommendations. If you should have a heart attack, we have a whole panel of effective therapies that can not only save your life but also limit the damage to your heart: we have clot-busting drugs that can reopen your blocked coronary arteries; we have cardiac catheters that can balloon them open; we have open heart surgery techniques that let us bypass the obstructed vessels; and we’ve learned that in some instances all we really have to do is send you to bed with some oxygen, an aspirin, a statin, and blood pressure medications—in a couple days you’ll generally be ready to go home and gradually back to your usual life.


    But now the problem we face is ineptitude, or maybe it’s “eptitude”—making sure we apply the knowledge we have consistently and correctly. Just making the right treatment choice among the many options for a heart attack patient can be difficult, even for expert clinicians. Furthermore, whatever the chosen treatment, each involves abundant complexities and pitfalls. Careful studies have shown, for example, that heart attack patients undergoing cardiac balloon therapy should have it done within ninety minutes of arrival at a hospital. After that, survival falls off sharply. In practical terms this means that, within ninety minutes, medical teams must complete all their testing for every patient who turns up in an emergency room with chest pain, make a correct diagnosis and plan, discuss the decision with the patient, obtain his or her agreement to proceed, confirm there are no allergies or medical problems that have to be accounted for, ready a cath lab and team, transport the patient, and get started.


    What is the likelihood that all this will actually occur within ninety minutes in an average hospital? In 2006, it was less than 50 percent.


    This is not an unusual example. These kinds of failures are routine in medicine. Studies have found that at least 30 percent of patients with stroke receive incomplete or inappropriate care from their doctors, as do 45 percent of patients with asthma and 60 percent of patients with pneumonia. Getting the steps right is proving brutally hard, even if you know them.


    I have been trying for some time to understand the source of our greatest difficulties and stresses in medicine. It is not money or government or the threat of malpractice lawsuits or insurance company hassles—although they all play their role. It is the complexity that science has dropped upon us and the enormous strains we are encountering in making good on its promise. The problem is not uniquely American; I have seen it everywhere—in Europe, in Asia, in rich countries and poor. Moreover, I have found to my surprise that the challenge is not limited to medicine.


    Know-how and sophistication have increased remarkably across almost all our realms of endeavor, and as a result so has our struggle to deliver on them. You see it in the frequent mistakes authorities make when hurricanes or tornadoes or other disasters hit. You see it in the 36 percent increase between 2004 and 2007 in lawsuits against attorneys for legal mistakes—the most common being simple administrative errors, like missed calendar dates and clerical screwups, as well as errors in applying the law. You see it in flawed software design, in foreign intelligence failures, in our tottering banks—in fact, in almost any endeavor requiring mastery of complexity and of large amounts of knowledge.


    
      Such failures carry an emotional valence that seems to cloud how we think about them. Failures of ignorance we can forgive. If the knowledge of the best thing to do in a given situation does not exist, we are happy to have people simply make their best effort. But if the knowledge exists and is not applied correctly, it is difficult not to be infuriated. What do you mean half of heart attack patients don’t get their treatment on time? What do you mean that two-thirds of death penalty cases are overturned because of errors? It is not for nothing that the philosophers gave these failures so unmerciful a name—ineptitude. Those on the receiving end use other words, like negligence or even heartlessness.

    


    For those who do the work, however—for those who care for the patients, practice the law, respond when need calls—the judgment feels like it ignores how extremely difficult the job is. Every day there is more and more to manage and get right and learn. And defeat under conditions of complexity occurs far more often despite great effort rather than from a lack of it. That’s why the traditional solution in most professions has not been to punish failure but instead to encourage more experience and training.


    There can be no disputing the importance of experience. It is not enough for a surgeon to have the textbook knowledge of how to treat trauma victims—to understand the science of penetrating wounds, the damage they cause, the different approaches to diagnosis and treatment, the importance of acting quickly. One must also grasp the clinical reality, with its nuances of timing and sequence. One needs practice to achieve mastery, a body of experience before one achieves real success. And if what we are missing when we fail is individual skill, then what is needed is simply more training and practice.


    But what is striking about John’s cases is that he is among the best-trained surgeons I know, with more than a decade on the front lines. And this is the common pattern. The capability of individuals is not proving to be our primary difficulty, whether in medicine or elsewhere. Far from it. Training in most fields is longer and more intense than ever. People spend years of sixty, seventy-, eighty-hour weeks building their base of knowledge and experience before going out into practice on their own— whether they are doctors or professors or lawyers or engineers. They have sought to perfect themselves. It is not clear how we could produce substantially more expertise than we already have. Yet our failures remain frequent. They persist despite remarkable individual ability.


    Here, then, is our situation at the start of the twenty-first century: We have accumulated stupendous know-how. We have put it in the hands of some of the most highly trained, highly skilled, and hardworking people in our society. And, with it, they have indeed accomplished extraordinary things. Nonetheless, that know-how is often unmanageable. Avoidable failures are common and persistent, not to mention demoralizing and frustrating, across many fields—from medicine to finance, business to government. And the reason is increasingly evident: the volume and complexity of what we know has exceeded our individual ability to deliver its benefits correctly, safely, or reliably. Knowledge has both saved us and burdened us.


    That means we need a different strategy for overcoming failure, one that builds on experience and takes advantage of the knowledge people have but somehow also makes up for our inevitable human inadequacies. And there is such a strategy— though it will seem almost ridiculous in its simplicity, maybe even crazy to those of us who have spent years carefully developing ever more advanced skills and technologies.


    It is a checklist.

  


  
    1. THE PROBLEM OF EXTREME COMPLEXITY


    Some time ago I read a case report in the Annals of Thoracic Surgery. It was, in the dry prose of a medical journal article, the story of a nightmare. In a small Austrian town in the Alps, a mother and father had been out on a walk in the woods with their three-year-old daughter. The parents lost sight of the girl for a moment and that was all it took. She fell into an icy fishpond. The parents frantically jumped in after her. But she was lost beneath the surface for thirty minutes before they finally found her on the pond bottom. They pulled her to the surface and got her to the shore. Following instructions from an emergency response team reached on their cell phone, they began cardiopulmonary resuscitation.


    Rescue personnel arrived eight minutes later and took the first recordings of the girl’s condition. She was unresponsive. She had no blood pressure or pulse or sign of breathing. Her body temperature was just 66 degrees. Her pupils were dilated and unreactive to light, indicating cessation of brain function. She was gone.


    But the emergency technicians continued CPR anyway. A helicopter took her to the nearest hospital, where she was wheeled directly into an operating room, a member of the emergency crew straddling her on the gurney, pumping her chest. A surgical team got her onto a heart-lung bypass machine as rapidly as it could. The surgeon had to cut down through the skin of the child’s right groin and sew one of the desk-size machine’s silicone rubber tubes into her femoral artery to take the blood out of her, then another into her femoral vein to send the blood back. A perfusionist turned the pump on, and as he adjusted the oxygen and temperature and flow through the system, the clear tubing turned maroon with her blood. Only then did they stop the girl’s chest compressions.


    Between the transport time and the time it took to plug the machine into her, she had been lifeless for an hour and a half. By the two-hour mark, however, her body temperature had risen almost ten degrees, and her heart began to beat. It was her first organ to come back.


    After six hours, the girl’s core reached 98.6 degrees, normal body temperature. The team tried to shift her from the bypass machine to a mechanical ventilator, but the pond water and debris had damaged her lungs too severely for the oxygen pumped in through the breathing tube to reach her blood. So they switched her instead to an artificial-lung system known as ECMO— extracorporeal membrane oxygenation. To do this, the surgeons had to open her chest down the middle with a power saw and sew the lines to and from the portable ECMO unit directly into her aorta and her beating heart.


    The ECMO machine now took over. The surgeons removed the heart-lung bypass machine tubing. They repaired the vessels and closed her groin incision. The surgical team moved the girl into intensive care, with her chest still open and covered with sterile plastic foil. Through the day and night, the intensive care unit team worked on suctioning the water and debris from her lungs with a fiberoptic bronchoscope. By the next day, her lungs had recovered sufficiently for the team to switch her from ECMO to a mechanical ventilator, which required taking her back to the operating room to unplug the tubing, repair the holes, and close her chest.


    Over the next two days, all the girl’s organs recovered—her liver, her kidneys, her intestines, everything except her brain. A CT scan showed global brain swelling, which is a sign of diffuse damage, but no actual dead zones. So the team escalated the care one step further. It drilled a hole into the girl’s skull, threaded a probe into the brain to monitor the pressure, and kept that pressure tightly controlled through constant adjustments in her fluids and medications. For more than a week, she lay comatose. Then, slowly, she came back to life.


    First, her pupils started to react to light. Next, she began to breathe on her own. And, one day, she simply awoke. Two weeks after her accident, she went home. Her right leg and left arm were partially paralyzed. Her speech was thick and slurry. But she underwent extensive outpatient therapy. By age five, she had recovered her faculties completely. Physical and neurological examinations were normal. She was like any little girl again.


    What makes this recovery astounding isn’t just the idea that someone could be brought back after two hours in a state that would once have been considered death. It’s also the idea that a group of people in a random hospital could manage to pull off something so enormously complicated. Rescuing a drowning victimis nothing like it looks on television shows, where a few chest compressions and some mouth-to-mouth resuscitation always seem to bring someone with waterlogged lungs and a stilled heart coughing and sputtering back to life. To save this one child, scores of people had to carry out thousands of steps correctly: placing the heart-pump tubing into her without letting in air bubbles; maintaining the sterility of her lines, her open chest, the exposed fluid in her brain; keeping a temperamental battery of machines up and running. The degree of difficulty in any one of these steps is substantial. Then you must add the difficulties of orchestrating them in the right sequence, with nothing dropped, leaving some room for improvisation, but not too much.


    
      For every drowned and pulseless child rescued, there are scores more who don’t make it—and not just because their bodies are too far gone. Machines break down; a team can’t get moving fast enough; someone fails to wash his hands and an infection takes hold. Such cases don’t get written up in the Annals of Thoracic Surgery, but they are the norm, though people may not realize it.

    


    I think we have been fooled about what we can expect from medicine—fooled, one could say, by penicillin. Alexander Fleming’s 1928 discovery held out a beguiling vision of health care and how it would treat illness or injury in the future: a simple pill or injection would be capable of curing not just one condition but perhaps many. Penicillin, after all, seemed to be effective against an astonishing variety of previously untreatable infectious diseases. So why not a similar cure-all for the different kinds of cancer? And why not something equally simple to melt away skin burns or to reverse cardiovascular disease and strokes?


    Medicine didn’t turn out this way, though. After a century of incredible discovery, most diseases have proved to be far more particular and difficult to treat. This is true even for the infections doctors once treated with penicillin: not all bacterial strains were susceptible and those that were soon developed resistance. Infections today require highly individualized treatment, sometimes with multiple therapies, based on a given strain’s pattern of antibiotic susceptibility, the condition of the patient, and which organ systems are affected. The model of medicine in the modern age seems less and less like penicillin and more and more like what was required for the girl who nearly drowned. Medicine has become the art of managing extreme complexity—and a test of whether such complexity can, in fact, be humanly mastered.


    The ninth edition of the World Health Organization’s international classification of diseases has grown to distinguish more than thirteen thousand different diseases, syndromes, and types of injury—more than thirteen thousand different ways, in other words, that the body can fail. And, for nearly all of them, science has given us things we can do to help. If we cannot cure the disease, then we can usually reduce the harm and misery it causes. But for each condition the steps are different and they are almost never simple. Clinicians now have at their disposal some six thousand drugs and four thousand medical and surgical procedures, each with different requirements, risks, and considerations. It is a lot to get right.


    
      There is a community clinic in Boston’s Kenmore Square affiliated with my hospital. The word clinic makes the place sound tiny, but it’s nothing of the sort. Founded in 1969, and now called Harvard Vanguard, it aimed to provide people with the full range of outpatient medical services they might need over the course of their lives. It has since tried to stick with that plan, but doing so hasn’t been easy. To keep up with the explosive growth in medical capabilities, the clinic has had to build more than twenty facilities and employ some six hundred doctors and a thousand other health professionals covering fifty-nine specialties, many of which did not exist when the clinic first opened. Walking the fifty steps from the fifth-floor elevator to the general surgery department, I pass offices for general internal medicine, endocrinology, genetics, hand surgery, laboratory testing, nephrology, ophthalmology, orthopedics, radiology scheduling, and urology—and that’s just one hallway.

    


    To handle the complexity, we’ve split up the tasks among various specialties. But even divvied up, the work can become overwhelming. In the course of one day on general surgery call at the hospital, for instance, the labor floor asked me to see a twenty-five-year-old woman with mounting right lower abdominal pain, fever, and nausea, which raised concern about appendicitis, but she was pregnant, so getting a CT scan to rule out the possibility posed a risk to the fetus. A gynecological oncologist paged me to the operating room about a woman with an ovarian mass that upon removal appeared to be a metastasis from pancreatic cancer; my colleague wanted me to examine her pancreas and decide whether to biopsy it. A physician at a nearby hospital phoned me to transfer a patient in intensive care with a large cancer that had grown to obstruct her kidneys and bowel and produce bleeding that they were having trouble controlling. Our internal medicine service called me to see a sixty-one-year-old man with emphysema so severe he had been refused hip surgery because of insufficient lung reserves; now he had a severe colon infection—an acute diverticulitis—that had worsened despite three days of antibiotics, and surgery seemed his only option. Another service asked for help with a fifty-two-year-old man with diabetes, coronary artery disease, high blood pressure, chronic kidney failure, severe obesity, a stroke, and now a strangulating groin hernia. And an internist called about a young, otherwise healthy woman with a possible rectal abscess to be lanced.


    Confronted with cases of such variety and intricacy—in one day, I’d had six patients with six completely different primary medical problems and a total of twenty-six different additional diagnoses—it’s tempting to believe that no one else’s job could be as complex as mine. But extreme complexity is the rule for almost everyone. I asked the people in Harvard Vanguard’s medical records department if they would query the electronic system for how many different kinds of patient problems the average doctor there sees annually. The answer that came back flabbergasted me. Over the course of a year of office practice— which, by definition, excludes the patients seen in the hospital— physicians each evaluated an average of 250 different primary diseases and conditions. Their patients had more than nine hundred other active medical problems that had to be taken into account. The doctors each prescribed some three hundred medications, ordered more than a hundred different types of laboratory tests, and performed an average of forty different kinds of office procedures—from vaccinations to setting fractures.


    Even considering just the office work, the statistics still didn’t catch all the diseases and conditions. One of the most common diagnoses, it turned out, was “Other.” On a hectic day, when you’re running two hours behind and the people in the waiting room are getting irate, you may not take the time to record the precise diagnostic codes in the database. But, even when you do have the time, you commonly find that the particular diseases your patients have do not actually exist in the computer system.


    The software used in most American electronic records has not managed to include all the diseases that have been discovered and distinguished from one another in recent years. I once saw a patient with a ganglioneuroblastoma (a rare type of tumor of the adrenal gland) and another with a nightmarish genetic condition called Li-Fraumeni syndrome, which causes inheritors to develop cancers in organs all over their bodies. Neither disease had yet made it into the pull-down menus. All I could record was, in so many words, “Other.” Scientists continue to report important new genetic findings, subtypes of cancer, and other diagnoses— not to mention treatments—almost weekly. The complexity is increasing so fast that even the computers cannot keep up.


    But it’s not only the breadth and quantity of knowledge that has made medicine complicated. It is also the execution—the practical matter of what knowledge requires clinicians to do. The hospital is where you see just how formidable the task can be. A prime example is the place the girl who nearly drowned spent most of her recovery—the intensive care unit.


    
      It’s an opaque term, intensive care. Specialists in the field prefer to call what they do critical care, but that still doesn’t exactly clarify matters. The nonmedical term life support gets us closer. The damage that the human body can survive these days is as awesome as it is horrible: crushing, burning, bombing, a burst aorta, a ruptured colon, a massive heart attack, rampaging infection. These maladies were once uniformly fatal. Now survival is commonplace, and a substantial part of the credit goes to the abilities intensive care units have developed to take artificial control of failing bodies. Typically, this requires a panoply of technology— a mechanical ventilator and perhaps a tracheostomy tube if the lungs have failed, an aortic balloon pump if the heart has given out, a dialysis machine if the kidneys don’t work. If you are unconscious and can’t eat, silicone tubing can be surgically inserted into your stomach or intestines for formula feeding. If your intestines are too damaged, solutions of amino acids, fatty acids, and glucose can be infused directly into your bloodstream.

    


    On any given day in the United States alone, some ninety thousand people are admitted to intensive care. Over a year, an estimated five million Americans will be, and over a normal lifetime nearly all of us will come to know the glassed bay of an ICU from the inside. Wide swaths of medicine now depend on the life support systems that ICUs provide: care for premature infants; for victims of trauma, strokes, and heart attacks; for patients who have had surgery on their brains, hearts, lungs, or major blood vessels. Critical care has become an increasingly large portion of what hospitals do. Fifty years ago, ICUs barely existed. Now, to take a recent random day in my hospital, 155 of our almost 700 patients are in intensive care. The average stay of an ICU patient is four days, and the survival rate is 86 percent. Going into an ICU, being put on a mechanical ventilator, having tubes and wires run into and out of you, is not a sentence of death. But the days will be the most precarious of your life.


    Fifteen years ago, Israeli scientists published a study in which engineers observed patient care in ICUs for twenty-four-hour stretches. They found that the average patient required 178 individual actions per day, ranging from administering a drug to suctioning the lungs, and every one of them posed risks. Remarkably, the nurses and doctors were observed to make an error in just 1 percent of these actions—but that still amounted to an average of two errors a day with every patient. Intensive care succeeds only when we hold the odds of doing harm low enough for the odds of doing good to prevail. This is hard. There are dangers simply in lying unconscious in bed for a few days. Muscles atrophy. Bones lose mass. Pressure ulcers form. Veins begin to clot. You have to stretch and exercise patients’ flaccid limbs daily to avoid contractures; you have to give subcutaneous injections of blood thinners at least twice a day, turn patients in bed every few hours, bathe them and change their sheets without knocking out a tube or a line, brush their teeth twice a day to avoid pneumonia from bacterial buildup in their mouths. Add a ventilator, dialysis, and the care of open wounds, and the difficulties only accumulate.


    The story of one of my patients makes the point. Anthony DeFilippo was a forty-eight-year-old limousine driver from Everett, Massachusetts, who started to hemorrhage at a community hospital during surgery for a hernia and gallstones. The surgeon was finally able to stop the bleeding but DeFilippo’s liver was severely damaged, and over the next few days he became too sick for the hospital’s facilities. I accepted him for transfer in order to stabilize him and figure out what to do. When he arrived in our ICU, at 1:30 a.m. on a Sunday, his ragged black hair was plastered to his sweaty forehead, his body was shaking, and his heart was racing at 114 beats a minute. He was delirious from fever, shock, and low oxygen levels.


    “I need to get out!” he cried. “I need to get out!” He clawed at his gown, his oxygen mask, the dressings covering his abdominal wound.


    “Tony, it’s all right,” a nurse said to him. “We’re going to help you. You’re in a hospital.”


    He shoved her out of the way—he was a big man—and tried to swing his legs out of the bed. We turned up his oxygen flow, put his wrists in cloth restraints, and tried to reason with him. He eventually tired out and let us draw blood and give him antibiotics.


    The laboratory results came back showing liver failure and a steeply elevated white blood cell count, indicating infection. It soon became evident from his empty urine bag that his kidneys had failed, too. In the next few hours, his blood pressure fell, his breathing worsened, and he drifted from agitation to near unconsciousness. Each of his organ systems, including his brain, was shutting down.


    I called his sister, his next of kin, and told her the situation. “Do everything you can,” she said.


    So we did. We gave him a syringeful of anesthetic, and a resident slid a breathing tube into his throat. Another resident “lined him up.” She inserted a thin two-inch-long needle and catheter through his upturned right wrist and into his radial artery, then sewed the line to his skin with a silk suture. Next, she put in a central line—a twelve-inch catheter pushed into the jugular vein in his left neck. After she sewed that in place, and an X-ray showed its tip floating just where it was supposed to—inside his vena cava at the entrance to his heart—she put a third, slightly thicker line, for dialysis, through his right upper chest and into the subclavian vein, deep under the collarbone.


    We hooked a breathing tube up to a hose from a ventilator and set it to give him fourteen forced breaths of 100 percent oxygen every minute. We dialed the ventilator pressures and gas flow up and down, like engineers at a control panel, until we got the blood levels of oxygen and carbon dioxide where we wanted them. The arterial line gave us continuous arterial blood pressure measurements, and we tweaked his medications to get the pressures we liked. We regulated his intravenous fluids according to venous pressure measurements from his jugular line. We plugged his subclavian line into tubing from a dialysis machine, and every few minutes his entire blood volume washed through this artificial kidney and back into his body; a little adjustment here and there, and we could alter the levels of potassium and bicarbonate and salt, as well. He was, we liked to imagine, a simple machine in our hands.


    But he wasn’t, of course. It was as if we had gained a steering wheel and a few gauges and controls, but on a runaway 18-wheeler hurtling down a mountain. Keeping that patient’s blood pressure normal required gallons of intravenous fluid and a pharmacy shelf of drugs. He was on near-maximal ventilator support. His temperature climbed to 104 degrees. Less than 5 percent of patients with DeFilippo’s degree of organ failure make it home. A single misstep could easily erase those slender chances.


    For ten days, though, we made progress. DeFilippo’s chief problem had been liver damage from his prior operation: the main duct from his liver was severed and was leaking bile, which is caustic—it digests the fat in one’s diet and was essentially eating him alive from the inside. He had become too sick to survive an operation to repair the leak. So once we had stabilized him, we tried a temporary solution—we had radiologists place a plastic drain, using CT guidance, through his abdominal wall and into the severed duct in order to draw out the leaking bile. They found so much that they had to place three drains—one inside the duct and two around it. But, as the bile drained out, his fevers subsided. His need for oxygen and fluids diminished, and his blood pressure returned to normal. He was beginning to mend. Then, on the eleventh day, just as we were getting ready to take him off the ventilator, he again developed high, spiking fevers, his blood pressure sank, and his blood-oxygen levels plummeted again. His skin became clammy. He got shaking chills.


    We couldn’t understand what had happened. He seemed to have developed an infection, but our X-rays and CT scans failed to turn up a source. Even after we put him on four antibiotics, he continued to spike fevers. During one fever, his heart went into fibrillation. A Code Blue was called. A dozen nurses and doctors raced to his bedside, slapped electric paddles onto his chest, and shocked him. His heart responded and went back into rhythm. It took two more days for us to figure out what had gone wrong. We considered the possibility that one of his lines had become infected, so we put in new lines and sent the old ones to the lab for culturing. Forty-eight hours later, the results returned. All the lines were infected. The infection had probably started in one line, which perhaps was contaminated during insertion, and spread through DeFilippo’s bloodstream to the others. Then they all began spilling bacteria into him, producing the fevers and steep decline.


    This is the reality of intensive care: at any point, we are as apt to harm as we are to heal. Line infections are so common that they are considered a routine complication. ICUs put five million lines into patients each year, and national statistics show that after ten days 4 percent of those lines become infected. Line infections occur in eighty thousand people a year in the United States and are fatal between 5 and 28 percent of the time, depending on how sick one is at the start. Those who survive line infections spend on average a week longer in intensive care. And this is just one of many risks. After ten days with a urinary catheter, 4 percent of American ICU patients develop a bladder infection. After ten days on a ventilator, 6 percent develop bacterial pneumonia, resulting in death 40 to 45 percent of the time. All in all, about half of ICU patients end up experiencing a serious complication, and once that occurs the chances of survival drop sharply.


    It was another week before DeFilippo recovered sufficiently from his infections to come off the ventilator and two months before he left the hospital. Weak and debilitated, he lost his limousine business and his home, and he had to move in with his sister. The tube draining bile still dangled from his abdomen; when he was stronger, I was going to have to do surgery to reconstruct the main bile duct from his liver. But he survived. Most people in his situation do not.


    Here, then, is the fundamental puzzle of modern medical care: you have a desperately sick patient and in order to have a chance of saving him you have to get the knowledge right and then you have to make sure that the 178 daily tasks that follow are done correctly—despite some monitor’s alarm going off for God knows what reason, despite the patient in the next bed crashing, despite a nurse poking his head around the curtain to ask whether someone could help “get this lady’s chest open.” There is complexity upon complexity. And even specialization has begun to seem inadequate. So what do you do?


    The medical profession’s answer has been to go from specialization to superspecialization. I told DeFilippo’s ICU story, for instance, as if I were the one tending to him hour by hour. That, however, was actually an intensivist (as intensive care specialists like to be called). As a general surgeon, I like to think I can handle most clinical situations. But, as the intricacies involved in intensive care have grown, responsibility has increasingly shifted to super-specialists. In the past decade, training programs focusing on critical care have opened in most major American and European cities, and half of American ICUs now rely on superspecialists.


    Expertise is the mantra of modern medicine. In the early twentieth century, you needed only a high school diploma and a one-year medical degree to practice medicine. By the century’s end, all doctors had to have a college degree, a four-year medical degree, and an additional three to seven years of residency training in an individual field of practice—pediatrics, surgery, neurology, or the like. In recent years, though, even this level of preparation has not been enough for the new complexity of medicine. After their residencies, most young doctors today are going on to do fellowships, adding one to three further years of training in, say, laparoscopic surgery, or pediatric metabolic disorders, or breast radiology, or critical care. A young doctor is not so young nowadays; you typically don’t start in independent practice until your midthirties.


    We live in the era of the superspecialist—of clinicians who have taken the time to practice, practice, practice at one narrow thing until they can do it better than anyone else. They have two advantages over ordinary specialists: greater knowledge of the details that matter and a learned ability to handle the complexities of the particular job. There are degrees of complexity, though, and medicine and other fields like it have grown so far beyond the usual kind that avoiding daily mistakes is proving impossible even for our most superspecialized.


    There is perhaps no field that has taken specialization further than surgery. Think of the operating room as a particularly aggressive intensive care unit. We have anesthesiologists just to handle pain control and patient stability, and even they have divided into subcategories. There are pediatric anesthesiologists, cardiac anesthesiologists, obstetric anesthesiologists, neurosurgical anesthesiologists, and many others. Likewise, we no longer have just “operating room nurses.” They too are often subspecialized for specific kinds of cases.


    Then of course there are the surgeons. Surgeons are so absurdly ultraspecialized that when we joke about right ear surgeons and left ear surgeons, we have to check to be sure they don’t exist. I am trained as a general surgeon but, except in the most rural places, there is no such thing. You really can’t do everything anymore. I decided to center my practice on surgical oncology— cancer surgery—but even this proved too broad. So, although I have done all I can to hang on to a broad span of general surgical skills, especially for emergencies, I’ve developed a particular expertise in removing cancers of endocrine glands.


    The result of the recent decades of ever-refined specialization has been a spectacular improvement in surgical capability and success. Where deaths were once a double-digit risk of even small operations, and prolonged recovery and disability was the norm, day surgery has become commonplace.


    Yet given how much surgery is now done—Americans today undergo an average of seven operations in their lifetime, with surgeons performing more than fifty million operations annually— the amount of harm remains substantial. We continue to have upwards of 150,000 deaths following surgery every year—more than three times the number of road traffic fatalities. Moreover, research has consistently showed that at least half our deaths and major complications are avoidable. The knowledge exists. But however supremely specialized and trained we may have become, steps are still missed. Mistakes are still made.


    Medicine, with its dazzling successes but also frequent failures, therefore poses a significant challenge: What do you do when expertise is not enough? What do you do when even the super-specialists fail? We’ve begun to see an answer, but it has come from an unexpected source—one that has nothing to do with medicine at all.

  


  
    2. THE CHECKLIST


    
      On October 30, 1935, at Wright Air Field in Dayton, Ohio, the U.S. Army Air Corps held a flight competition for airplane manufacturers vying to build the military’s next-generation long-range bomber. It wasn’t supposed to be much of a competition. In early evaluations, the Boeing Corporation’s gleaming aluminum-alloy Model 299 had trounced the designs of Martin and Douglas. Boeing’s plane could carry five times as many bombs as the army had requested; it could fly faster than previous bombers and almost twice as far. A Seattle newspaper man who had glimpsed the plane on a test flight over his city called it the “flying fortress,” and the name stuck. The flight “competition,” according to the military historian Phillip Meilinger, was regarded as a mere formality. The army planned to order at least sixty-five of the aircraft.

    


    A small crowd of army brass and manufacturing executives watched as the Model 299 test plane taxied onto the runway. It was sleek and impressive, with a 103-foot wingspan and four engines jutting out from the wings, rather than the usual two. The plane roared down the tarmac, lifted off smoothly, and climbed sharply to three hundred feet. Then it stalled, turned on one wing, and crashed in a fiery explosion. Two of the five crew members died, including the pilot, Major Ployer P. Hill.


    An investigation revealed that nothing mechanical had gone wrong. The crash had been due to “pilot error,” the report said. Substantially more complex than previous aircraft, the new plane required the pilot to attend to the four engines, each with its own oil-fuel mix, the retractable landing gear, the wing flaps, electric trim tabs that needed adjustment to maintain stability at different airspeeds, and constant-speed propellers whose pitch had to be regulated with hydraulic controls, among other features. While doing all this, Hill had forgotten to release a new locking mechanism on the elevator and rudder controls. The Boeing model was deemed, as a newspaper put it, “too much airplane for one man to fly.” The army air corps declared Douglas’s smaller design the winner. Boeing nearly went bankrupt.


    Still, the army purchased a few aircraft from Boeing as test planes, and some insiders remained convinced that the aircraft was flyable. So a group of test pilots got together and considered what to do.


    
      What they decided not to do was almost as interesting as what they actually did. They did not require Model 299 pilots to undergo longer training. It was hard to imagine having more experience and expertise than Major Hill, who had been the air corps’ chief of flight testing. Instead, they came up with an ingeniously simple approach: they created a pilot’s checklist. Its mere existence indicated how far aeronautics had advanced. In the early years of flight, getting an aircraft into the air might have been nerve-racking but it was hardly complex. Using a checklist for takeoff would no more have occurred to a pilot than to a driver backing a car out of the garage. But flying this new plane was too complicated to be left to the memory of any one person, however expert.

    


    The test pilots made their list simple, brief, and to the point— short enough to fit on an index card, with step-by-step checks for takeoff, flight, landing, and taxiing. It had the kind of stuff that all pilots know to do. They check that the brakes are released, that the instruments are set, that the door and windows are closed, that the elevator controls are unlocked—dumb stuff. You wouldn’t think it would make that much difference. But with the checklist in hand, the pilots went on to fly the Model 299 a total of 1.8 million miles without one accident. The army ultimately ordered almost thirteen thousand of the aircraft, which it dubbed the B-17. And, because flying the behemoth was now possible, the army gained a decisive air advantage in the Second World War, enabling its devastating bombing campaign across Nazi Germany.


    Much of our work today has entered its own B-17 phase. Substantial parts of what software designers, financial managers, firefighters, police officers, lawyers, and most certainly clinicians do are now too complex for them to carry out reliably from memory alone. Multiple fields, in other words, have become too much airplane for one person to fly.


    Yet it is far from obvious that something as simple as a checklist could be of substantial help. We may admit that errors and oversights occur—even devastating ones. But we believe our jobs are too complicated to reduce to a checklist. Sick people, for instance, are phenomenally more various than airplanes. A study of forty-one thousand trauma patients in the state of Pennsylvania—just trauma patients—found that they had 1,224 different injury-related diagnoses in 32,261 unique combinations. That’s like having 32,261 kinds of airplane to land. Mapping out the proper steps for every case is not possible, and physicians have been skeptical that a piece of paper with a bunch of little boxes would improve matters.


    But we have had glimmers that it might, at least in some corners. What, for instance, are the vital signs that every hospital records if not a kind of checklist? Comprised of four physiological data points—body temperature, pulse, blood pressure, and respiratory rate—they give health professionals a basic picture of how sick a person is. Missing one of these measures can be dangerous, we’ve learned. Maybe three of them seem normal—the patient looks good, actually—and you’re inclined to say, “Eh, she’s fine, send her home.” But perhaps the fourth reveals a fever or low blood pressure or a galloping heart rate, and skipping it could cost a person her life.


    Practitioners have had the means to measure vital signs since the early twentieth century, after the mercury thermometer became commonplace and the Russian physician Nicolai Korotkoff demonstrated how to use an inflatable sleeve and stethoscope to quantify blood pressure. But although using the four signs together as a group gauged the condition of patients more accurately than using any of them singly, clinicians did not reliably record them all.


    In a complex environment, experts are up against two main difficulties. The first is the fallibility of human memory and attention, especially when it comes to mundane, routine matters that are easily overlooked under the strain of more pressing events. (When you’ve got a patient throwing up and an upset family member asking you what’s going on, it can be easy to forget that you have not checked her pulse.) Faulty memory and distraction are a particular danger in what engineers call all-or-none processes: whether running to the store to buy ingredients for a cake, preparing an airplane for takeoff, or evaluating a sick person in the hospital, if you miss just one key thing, you might as well not have made the effort at all.


    
      A further difficulty, just as insidious, is that people can lull themselves into skipping steps even when they remember them. In complex processes, after all, certain steps don’t always matter. Perhaps the elevator controls on airplanes are usually unlocked and a check is pointless most of the time. Perhaps measuring all four vital signs uncovers a worrisome issue in only one out of fifty patients. “This has never been a problem before,” people say. Until one day it is.

    


    Checklists seem to provide protection against such failures. They remind us of the minimum necessary steps and make them explicit. They not only offer the possibility of verification but also instill a kind of discipline of higher performance. Which is precisely what happened with vital signs—though it was not doctors who deserved the credit.


    The routine recording of the four vital signs did not become the norm in Western hospitals until the 1960s, when nurses embraced the idea. They designed their patient charts and forms to include the signs, essentially creating a checklist for themselves.


    With all the things nurses had to do for their patients over the course of a day or night—dispense their medications, dress their wounds, troubleshoot problems—the “vitals chart” provided a way of ensuring that every six hours, or more often when nurses judged necessary, they didn’t forget to check their patient’s pulse, blood pressure, temperature, and respiration and assess exactly how the patient was doing.


    In most hospitals, nurses have since added a fifth vital sign: pain, as rated by patients on a scale of one to ten. And nurses have developed yet further such bedside innovations—for example, medication timing charts and brief written care plans for every patient. No one calls these checklists but, really, that’s what they are. They have been welcomed by nursing but haven’t quite carried over into doctoring.


    Charts and checklists, that’s nursing stuff—boring stuff. They are nothing that we doctors, with our extra years of training and specialization, would ever need or use.


    In 2001, though, a critical care specialist at Johns Hopkins Hospital named Peter Pronovost decided to give a doctor checklist a try. He didn’t attempt to make the checklist encompass everything ICU teams might need to do in a day. He designed it to tackle just one of their hundreds of potential tasks, the one that nearly killed Anthony DeFilippo: central line infections.


    On a sheet of plain paper, he plotted out the steps to take in order to avoid infections when putting in a central line. Doctors are supposed to (1) wash their hands with soap, (2) clean the patient’s skin with chlorhexidine antiseptic, (3) put sterile drapes over the entire patient, (4) wear a mask, hat, sterile gown, and gloves, and (5) put a sterile dressing over the insertion site once the line is in. Check, check, check, check, check. These steps are no-brainers; they have been known and taught for years. So it seemed silly to make a checklist for something so obvious. Still, Pronovost asked the nurses in his ICU to observe the doctors for a month as they put lines into patients and record how often they carried out each step. In more than a third of patients, they skipped at least one.


    The next month, he and his team persuaded the Johns Hopkins Hospital administration to authorize nurses to stop doctors if they saw them skipping a step on the checklist; nurses were also to ask the doctors each day whether any lines ought to be removed, so as not to leave them in longer than necessary. This was revolutionary. Nurses have always had their ways of nudging a doctor into doing the right thing, ranging from the gentle reminder (“Um, did you forget to put on your mask, doctor?”) to more forceful methods (I’ve had a nurse bodycheck me when she thought I hadn’t put enough drapes on a patient). But many nurses aren’t sure whether this is their place or whether a given measure is worth a confrontation. (Does it really matter whether a patient’s legs are draped for a line going into the chest?) The new rule made it clear: if doctors didn’t follow every step, the nurses would have backup from the administration to intervene.


    For a year afterward, Pronovost and his colleagues monitored what happened. The results were so dramatic that they weren’t sure whether to believe them: the ten-day line-infection rate went from 11 percent to zero. So they followed patients for fifteen more months. Only two line infections occurred during the entire period. They calculated that, in this one hospital, the checklist had prevented forty-three infections and eight deaths and saved two million dollars in costs.


    Pronovost recruited more colleagues, and they tested some more checklists in his Johns Hopkins ICU. One aimed to ensure that nurses observed patients for pain at least once every four hours and provided timely pain medication. This reduced from 41 percent to 3 percent the likelihood of a patient’s enduring untreated pain. They tested a checklist for patients on mechanical ventilation, making sure, for instance, that doctors prescribed antacid medication to prevent stomach ulcers and that the head of each patient’s bed was propped up at least thirty degrees to stop oral secretions from going into the windpipe. The proportion of patients not receiving the recommended care dropped from 70 percent to 4 percent, the occurrence of pneumonias fell by a quarter, and twenty-one fewer patients died than in the previous year. The researchers found that simply having the doctors and nurses in the ICU create their own checklists for what they thought should be done each day improved the consistency of care to the point that the average length of patient stay in intensive care dropped by half.


    These checklists accomplished what checklists elsewhere have done, Pronovost observed. They helped with memory recall and clearly set out the minimum necessary steps in a process. He was surprised to discover how often even experienced personnel failed to grasp the importance of certain precautions. In a survey of ICU staff taken before introducing the ventilator checklists, he found that half hadn’t realized that evidence strongly supported giving ventilated patients antacid medication. Checklists, he found, established a higher standard of baseline performance.


    These seem, of course, ridiculously primitive insights.


    Pronovost is routinely described by colleagues as “brilliant,” “inspiring,” a “genius.” He has an M.D. and a Ph.D. in public health from Johns Hopkins and is trained in emergency medicine, anesthesiology, and critical care medicine. But, really, does it take all that to figure out what anyone who has made a to-do list figured out ages ago? Well, maybe yes.


    Despite his initial checklist results, takers were slow to come. He traveled around the country showing his checklists to doctors, nurses, insurers, employers—anyone who would listen. He spoke in an average of seven cities a month. But few adopted the idea.


    There were various reasons. Some physicians were offended by the suggestion that they needed checklists. Others had legitimate doubts about Pronovost’s evidence. So far, he’d shown only that checklists worked in one hospital, Johns Hopkins, where the ICUs have money, plenty of staff, and Peter Pronovost walking the hallways to make sure that the idea was being properly implemented. How about in the real world—where ICU nurses and doctors are in short supply, pressed for time, overwhelmed with patients, and hardly receptive to the notion of filling out yet another piece of paper?


    In 2003, however, the Michigan Health and Hospital Association approached Pronovost about testing his central line checklist throughout the state’s ICUs. It would be a huge undertaking. But Pronovost would have a chance to establish whether his checklists could really work in the wider world.


    I visited Sinai-Grace Hospital, in inner-city Detroit, a few years after the project was under way, and I saw what Pronovost was up against. Occupying a campus of redbrick buildings amid abandoned houses, check-cashing stores, and wig shops on the city’s West Side, just south of Eight Mile Road, Sinai-Grace is a classic urban hospital. It employed at the time eight hundred physicians, seven hundred nurses, and two thousand other medical personnel to care for a population with the lowest median income of any city in the country. More than a quarter of a million residents were uninsured; 300,000 were on state assistance. That meant chronic financial problems. Sinai-Grace is not the most cash-strapped hospital in the city—that would be Detroit Receiving Hospital, where more than a fifth of the patients have no means of payment. But between 2000 and 2003, Sinai-Grace and eight other Detroit hospitals were forced to cut a third of their staff, and the state had to come forward with a $50 million bailout to avert their bankruptcy.


    Sinai-Grace has five ICUs for adult patients and one for infants. Hassan Makki, the director of intensive care, told me what it was like there in 2004, when Pronovost and the hospital association started a series of mailings and conference calls with hospitals to introduce checklists for central lines and ventilator patients. “Morale was low,” he said. “We had lost lots of staff, and the nurses who remained weren’t sure if they were staying.” Many doctors were thinking about leaving, too. Meanwhile, the teams faced an even heavier workload because of new rules limiting how long the residents could work at a stretch. Now Pronovost was telling them to find the time to fill out some daily checklists? Tom Piskorowski, one of the ICU physicians, told me his reaction: “Forget the paperwork. Take care of the patient.”


    I accompanied a team on 7:00 a.m. rounds through one of the surgical ICUs. It had eleven patients. Four had gunshot wounds (one had been shot in the chest; one had been shot through the bowel, kidney, and liver; two had been shot through the neck and left quadriplegic). Five patients had cerebral hemorrhaging (three were seventy-nine years and older and had been injured falling down stairs; one was a middle-aged man whose skull and left temporal lobe had been damaged by an assault with a blunt weapon; and one was a worker who had become paralyzed from the neck down after falling twenty-five feet off a ladder onto his head). There was a cancer patient recovering from surgery to remove part of his lung, and a patient who had had surgery to repair a cerebral aneurysm.


    The doctors and nurses on rounds tried to proceed methodically from one room to the next but were constantly interrupted: a patient they thought they’d stabilized began hemorrhaging again; another who had been taken off the ventilator developed trouble breathing and had to be put back on the machine. It was hard to imagine that they could get their heads far enough above the daily tide of disasters to worry about the minutiae on some checklist.


    Yet there they were, I discovered, filling out those pages. Mostly, it was the nurses who kept things in order. Each morning, a senior nurse walked through the unit, clipboard in hand, making sure that every patient on a ventilator had the bed propped at the right angle and had been given the right medicines and the right tests. Whenever doctors put in a central line, a nurse made sure that the central line checklist had been filled out and placed in the patient’s chart. Looking back through the hospital files, I found that they had been doing this faithfully for more than three years.


    Pronovost had been canny when he started. In his first conversations with hospital administrators, he hadn’t ordered them to use the central line checklist. Instead, he asked them simply to gather data on their own line infection rates. In early 2004, they found, the infection rates for ICU patients in Michigan hospitals were higher than the national average, and in some hospitals dramatically so. Sinai-Grace experienced more central line infections than 75 percent of American hospitals. Meanwhile, Blue Cross Blue Shield of Michigan agreed to give hospitals small bonus payments for participating in Pronovost’s program. A checklist suddenly seemed an easy and logical thing to try.


    In what became known as the Keystone Initiative, each hospital assigned a project manager to roll out the checklist and participate in twice-monthly conference calls with Pronovost for troubleshooting. Pronovost also insisted that the participating hospitals assign to each unit a senior hospital executive who would visit at least once a month, hear the staff ’s complaints, and help them solve problems.


    The executives were reluctant. They normally lived in meetings, worrying about strategy and budgets. They weren’t used to venturing into patient territory and didn’t feel they belonged there. In some places, they encountered hostility, but their involvement proved crucial. In the first month, the executives discovered that chlorhexidine soap, shown to reduce line infections, was available in less than a third of the ICUs. This was a problem only an executive could solve. Within weeks, every ICU in Michigan had a supply of the soap. Teams also complained to the hospital officials that, although the checklist required patients be fully covered with a sterile drape when lines were being put in, full-size drapes were often unavailable. So the officials made sure that drapes were stocked. Then they persuaded Arrow International, one of the largest manufacturers of central lines, to produce a new kit that had both the drape and chlorhexidine in it.


    
      In December 2006, the Keystone Initiative published its findings in a landmark article in the New England Journal of Medicine. Within the first three months of the project, the central line infection rate in Michigan’s ICUs decreased by 66 percent. Most ICUs—including the ones at Sinai-Grace Hospital—cut their quarterly infection rate to zero. Michigan’s infection rates fell so low that its average ICU outperformed 90 percent of ICUs nationwide. In the Keystone Initiative’s first eighteen months, the hospitals saved an estimated $175 million in costs and more than fifteen hundred lives. The successes have been sustained for several years now—all because of a stupid little checklist.

    


    It is tempting to think this might be an isolated success. Perhaps there is something unusual about the strategy required to prevent central line infections. After all, the central line checklist did not prevent any of the other kinds of complications that can result from sticking these foot-long plastic catheters into people’s chests—such as a collapsed lung if the needle goes in too deep or bleeding if a blood vessel gets torn. It just prevented infections. In this particular instance, yes, doctors had some trouble getting the basics right—making sure to wash their hands, put on their sterile gloves and gown, and so on—and a checklist proved dramatically valuable. But among the myriad tasks clinicians carry out for patients, maybe this is the peculiar case.


    I started to wonder, though.


    Around the time I learned of Pronovost’s results, I spoke to Markus Thalmann, the cardiac surgeon who had been the lead author of the case report on the extraordinary rescue of the little girl from death by drowning. Among the many details that intrigued me about the save was the fact that it occurred not at a large cutting-edge academic medical center but at an ordinary community hospital. This one was in Klagenfurt, a small provincial Austrian town in the Alps nearest to where the girl had fallen in the pond. I asked Thalmann how the hospital had managed such a complicated rescue.


    He told me he had been working in Klagenfurt for six years when the girl came in. She had not been the first person whom he and his colleagues had tried to revive from cardiac arrest after hypothermia and suffocation. His hospital received between three and five such patients a year, he estimated, mostly avalanche victims, some of them drowning victims, and a few of them people attempting suicide by taking a drug overdose and then wandering out into the snowy Alpine forests to fall unconscious. For a long time, he said, no matter how hard the hospital’s medical staff tried, they had no survivors. Most of the victims had been without a pulse and oxygen for too long when they were found. But some, he was convinced, still had a flicker of viability in them, yet he and his colleagues had always failed to sustain it.


    He took a close look at the case records. Preparation, he determined, was the chief difficulty. Success required having an array of people and equipment at the ready—trauma surgeons, a cardiac anesthesiologist, a cardiothoracic surgeon, bioengineering support staff, a cardiac perfusionist, operating and critical care nurses, intensivists. Almost routinely, someone or something was missing.


    He tried the usual surgical approach to remedy this—yelling at everyone to get their act together. But still they had no saves.


    So he and a couple of colleagues decided to try something new. They made a checklist.


    They gave the checklist to the people with the least power in the whole process—the rescue squads and the hospital telephone operator—and walked them through the details. In cases like these, the checklist said, rescue teams were to tell the hospital to prepare for possible cardiac bypass and rewarming. They were to call, when possible, even before they arrived on the scene, as the preparation time could be significant. The telephone operator would then work down a list of people to notify them to have everything set up and standing by.


    With the checklist in place, the team had its first success—the rescue of the three-year-old girl. Not long afterward, Thalmann left to take a job at a hospital in Vienna. The team, however, has since had at least two other such rescues, he said. In one case, a man had been found frozen and pulseless after a suicide attempt. In another, a mother and her sixteen-year-old daughter were in an accident that sent them and their car through a guardrail, over a cliff, and into a mountain river. The mother died on impact; the daughter was trapped as the car rapidly filled with icy water. She had been in cardiac and respiratory arrest for a prolonged period of time when the rescue team arrived.


    From that point onward, though, everything moved like clockwork. By the time the rescue team got to her and began CPR, the hospital had been notified. The transport team delivered her in minutes. The surgical team took her straight to the operating room and crashed her onto heart-lung bypass. One step followed right after another. And, because of the speed with which they did, she had a chance.


    As the girl’s body slowly rewarmed, her heart came back. In the ICU, a mechanical ventilator, fluids, and intravenous drugs kept her going while the rest of her body recovered. The next day, the doctors were able to remove her lines and tubes. The day after that, she was sitting up in bed, ready to go home.
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