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Preface
Peter W. Hawkes



The first four chapters of this volume cover topics taken from different aspects of imagery: the relation between representations of colour in different devices; still in the domain of colour, the related area morphology scale-spaces; an attempt to display the time-variation of three-dimensional spatial information by harmonic holography; and the mathematics of a problem in hyperspectral imagery. The last two chapters are of a different nature. The role of Reinhold Rüdenberg in the early history of the electron microscope has been discussed on many occasions. That he took out the first patent on the electron microscope is not disputed but how did he come by the idea? The last two chapters consist of a memoir written by Rüdenberg in the 1950s followed by a commentary by his son and grandson.
We open with a chapter by Z. Barańczuk, J. Giesen, K. Simon and P. Zolliker on gamut mapping, the transfer of a range of colours from one medium to another. In order to make their account self-contained, the authors first provide an introduction to colour science before discussing in detail the image reproduction process, psychometrics, quality measures and, finally, mapping as an optimization problem.
This is followed by a discussion of colour area morphology scale-spaces by A.N. Evans. Area openings and closings (connected operators) are attractive because they generate scale-spaces without altering edges, which makes them invaluable in many applications. Here, an important advance is the application of such operators to colour images. The author guides us through this difficult material with great skill.
The third chapter, by Y. Pu, C.-l. Hsieh, R. Grange and D. Psaltis, introduces the subject of harmonic holography. This is a way of creating a fast time sequence of three-dimensional images, the contrast in which is generated by a form of holography known as harmonic holography. This clear presentation will enable the newcomer to this very original technique to understand what is involved.
The last of this group of four chapters is by G.X. Ritter (a regular contributor to these Advances) and G. Urcid. Hyperspectral images, from Landsat for example, require interpretation and an essential feature of this is the identification of a set of “endmembers”. G.X. Ritter and G. Urcid show that lattice algebra offers a way of determining these. In view of the relatively unfamiliar nature of the concepts employed, they provide a good introduction to lattice algebra before discussing the problem in detail. This excellent presentation should be invaluable to readers concerned with such problems.
The last two chapters need a longer introduction for, without some knowledge of the earliest days of the electron microscope, the reason for their presence here may not be clear. In 1926 and 1927, Hans Busch published two articles in which he demonstrated that the effect of a static rotationally symmetric field on an electron beam is analogous to that of a glass lens on a beam of light and hence that the same quantities – focal length and focal distance – can be used to characterize this effect. It was only a matter of time before an attempt was made to form an enlarged image with such electron lenses, thus paving the way to the development of the electron microscope, and in 1931 Max Knoll and Ernst Ruska obtained promising results with a simple two-lens instrument in the Technische Hochschule in Berlin. We are told by Martin Freundlich, who was also present, that “Between February and May 1931, the microscope was shown to many interested scientists from the Technical University as well as from industrial laboratories” (Freundlich 1963), though I do not think that the word microscope was yet in use. Among these visitors was Max Steenbeck (1904–1981) of the Siemens–Schuckertwerke, who reported what he had been shown to his superior, Reinhold Rüdenberg. Soon after (the exact date of Steenbeck's visit is not known), Rüdenberg applied for patents that effectively gave him priority in the invention of the electron microscope; these patents were applied for at the end of May 1931, a few days before Max Knoll was scheduled to give a public lecture (the Cranz Colloquium) on his work with Ruska. Rüdenberg published nothing to suggest that he had done any work on an electron microscope, his only appearance in print being an 18-line note in 
Naturwissenschaften (1932). If this were all, the story would stop here: Rüdenberg would appear in a footnote in the history books while scientific articles only rarely cite patents (which are not refereed in the sense that journal articles are). But it is not all. In 1943, Rüdenberg published a description of the circumstances surrounding his invention, explaining that he had been seeking a way of making viruses visible since one of his sons had contracted polio in 1930. It had struck him that electrons could provide the solution and he therefore patented the idea. He wrote: “I recognised late in 1930 the possibility of making use of electrons for producing largely magnified images of small objects…it appeared possible to me with application of electron rays to penetrate deep into the details of the submicroscopic world…Since already the first investigations turned out to be very promising, the principal results were expressed in patent applications assigned to the German industrial firm with which I was formerly connected.” There is no mention of these “promising first investigations” in the Memoir. Rüdenberg published nothing more on the early history and died in 1961.
The information about Steenbeck's visit and his subsequent report to Rüdenberg comes from an exchange of letters between him and Max Knoll shortly after World War II, triggered off by an enquiry from the editor of the 
Encyclopedia of Microscopy, G.L. Clark1. In an article submitted for publication in the 
Encyclopedia, Rüdenberg had claimed to be the true inventor of the electron microscope and Erwin Weise had written to Knoll on Clark's behalf to ask whether such a claim was justified. Knoll in turn wrote to Steenbeck, who made it clear that in his opinion, Rüdenberg had the idea of an electron microscope as a result of his report. A later paper by Freundlich (1994), which was incidentally first intended for these Advances but, being rather short, was referred to the 
MSA Bulletin, is of considerable interest here.
1Knoll in fact mentions the 
Encyclopedia of Chemistry, also edited by Clark, but it seems safe to assume that it was the 
Encyclopedia of Microscopy that was intended. No article by Rüdenberg appears in either encyclopedia.
The Knoll—Steenbeck letters were published (in German and in English translation) in an earlier volume of these Advances (Hawkes, 1985). They were also included in a meticulous analysis of the early patents related to the electron microscope by Ernst Ruska, which was published in German and in English (Ruska, 1984 and Ruska, 1986); this too, like Ruska's earlier book (Ruska, 1979 and Ruska, 1980), is a key document. The letters gave rise to discussion of the “vexed question or “leidige Elektronenmikroskop-Angelegenheit”: did Rüdenberg patent the electron microscope as a result of what Steenbeck told him or did he have the idea independently? Opinions are sharply divided, some believing that Rüdenberg's patent was indeed inspired by the Knoll–Ruska work, others accepting that he could have had the idea of an electron microscope independently and, on learning that others were on the same track, hastened to patent his idea. It is worth repeating here that, although Steenbeck was convinced that it was his report that resulted in Rüdenberg's patents, he also found it possible that Rüdenberg's quick mind could have conceived the idea of a microscope independently on the basis of the slender information provided by Steenbeck. The latter was, incidentally, an unconditional admirer of Rüdenberg as his memoirs attest (Steenbeck, 1977; the relevant passages are quoted by Ruska, 1984 and Ruska, 1986). The publication of the letters led Rüdenberg's son Gunther to approach me and I assured him that if he had other evidence to offer I should be willing to publish it in the Advances. Reinhold Rüdenberg had written a long autobiographical account and Gunther Rudenberg proposed that this should be published, accompanied by explanatory notes by himself. The usual Academic Press contract was sent to him and was signed and returned to the publisher in April 1988. Many years passed, during which Gunther Rudenberg and his brother Hermann published a number of short papers on the subject (Rudenberg, 1987, Rudenberg, 1992, Rudenberg and Rudenberg, 1992 and Rudenberg and Rudenberg, 1994), and towards the end of 2008, Gunther Rudenberg told me that he had nearly finished. But in the New Year, I learned from his son Paul that Gunther Rudenberg had died on 14 January 2009, leaving the commentary well advanced but not yet complete. Paul Rudenberg has now brought the work to a conclusion and it is the Memoir and Commentary that form the last two chapters of this volume.
Both the memoir and the commentary go far beyond the “vexed question”. The reader will see that they provide a quite full biography of Reinhold Rüdenberg and his family. A little-known part of the commentary concerns the testimony given in the court case in which Rüdenberg applied (successfully) for restitution of his patents. Here we are told that Rüdenberg had prepared a longer publication than the short note in 
Naturwissenschaften but that permission for publication was not granted by Siemens; we are also told that some experimental work was performed in the Siemens & Halske laboratories but that here again, publication was not authorized. This has already been mentioned by Rudenberg and Rudenberg (1994).
There are features of the Memoir that I find surprising. First is the fact that Rüdenberg does not mention Steenbeck's report; it would have been so easy to write “Steenbeck's report showed that the Knoll group would soon be thinking along the same lines as myself and I therefore decided to protect my idea”. In the commentary, Gunther and Paul Rudenberg speculate that Steenbeck's report just didn't seem important to Rüdenberg and that it was the imminent public lecture that led him to apply for a patent. A second point concerns Rüdenberg's complaint that he was not mentioned in four articles on the early history of the electron microscope that appeared in the wartime years. Reading those articles today, I find it natural that the author of a short note published in 1932, known to have done no experimental work, should be left unmentioned, especially as the main purpose of these four papers was to establish the chronology of the contributions of the Knoll–Ruska–Siemens group and of the AEG group. This is made very clear in a recent study by Falk Müller of the early work on the electron microscope in Germany (Müller, 2009). As in any scientific article, the authors cite publications in journals and give no account of the patent history of the instrument; the only patents that are mentioned are an early patent of Stintzing's (1927, granted 1929), which the AEG group regarded as a precursor; a 1929 patent of Knoll's; and a magnetic lens patent of von Borries and Ruska's (1932). Paul Rudenberg also reminds us that Rüdenberg's name could not be mentioned because he was a Jew and this makes Rüdenberg's observation even more singular. It is not disputed that, as has often been said, Rüdenberg is the inventor of the electron microscope in patent law. But Rüdenberg's patents were first disclosed in December 1932 (in France) and by then, Knoll and Ruska and Brüche at AEG had all published or submitted for publication articles on their electron microscopes. Rüdenberg did, incidentally, attend the Cranz colloquium but did not participate in the discussion or mention his patent application.
During the composition of the Commentary, Paul Rudenberg has shown me successive drafts and invited me to comment. The final text and the opinions expressed there are of course his alone.
I repeat, the reader must make up his own mind on the “vexed question”. He can now read both the letters of Steenbeck and Knoll and the memoir written by Rüdenberg and I hope that he will find the rest of Rüdenberg's story interesting.
As always, I express my appreciation of the hard work of all the contributors to this volume and in particular, of their efforts to make difficult and novel material accesible to wide readership.
Peter W. Hawkes
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Abstract
This chapter provides an overview of research on image-dependent gamut mapping. A 
color gamut includes all colors that can be rendered by a device or are contained in an image. Mapping the colors from one color gamut into another one is called 
gamut mapping. To understand the objectives and problems of gamut mapping several aspects need to be covered, namely, the basics of color science, typical image reproduction workflows, psychovisual testing and scaling, and image-quality measures.
Data from psychovisual tests and image quality measures allow image-dependent gamut mapping to be considered as an optimization problem, namely, finding the best mapping either as perceived by users or in terms of image quality. We show that many popular gamut-mapping algorithms can be cast in the language of an abstract optimization framework and discuss the aspects optimized by the different algorithms.

Keywords: Gamut mapping; Color management; psychometrics; Image-quality measures; Optimization

1. Introduction
The visual system is the dominant component of human perception; an important part of this system is its ability to discriminate colors. Consequently, visual information in the form of color images is a natural part of modern communication, particularly on the Internet.
In modern electronic media, information is usually processed (i.e., captured, stored, transformed, and presented) as digital data. As a consequence, such data require a physical device to become visible. Physical devices have restricted color reproduction capabilities, and color scientists refer to the set of colors that a device or a process can present (monitor), reproduce (printer), capture (camera), or store (computer) as the 
color gamut of the device. Because of device limitations, a printer is typically not able to reproduce all the colors visible on a display screen. This is illustrated in Figure 1, which shows an original standard red-green-blue (sRGB) image and its reproduction by different printer gamuts where all not-reproducible (out-of-gamut) colors are replaced by white.
	[image: 60001/gr1.jpg is missing]

	Figure 1 Demonstration of in-gamut colors for typical printing gamuts. Colors not in gamut are left white: Original sRGB (a), photo paper (b), coated offset paper (c), and newspaper (d).







The transformation of color data from one device specification to another one is called 
gamut mapping. Typically, the transformation is from an input to an output device specification.
In traditional photomechanical reproduction, gamut mapping is implicitly given by the physical behavior of the devices. However, desktop publishing and digital reproduction changed the situation fundamentally as the input is now given in digital form, namely, a specification by device-independent color coordinates. Gamut mapping is then realized as a colorimetric function in a device-independent color space. Traditionally, only the final result of gamut mapping has been evaluated by the user, whereas in a completely digital process it is possible to control and evaluate gamut mappings colorimetrically. Gamut mapping is no longer physically determined but must be described mathematically.
Consequently, the International Color Consortium (ICC) color management system (ICC-CMS) was introduced in 1993. * This now-dominant software standard describes how to translate device-dependent color coordinates (e.g., RAW-RGB, cyan-magenta-yellow-black [CMYK]) to device-independent color spaces (like CIEXYZ or CIELAB) and vice versa. The basic tools are interpolation tables, known as lookup tables (LUTs), which are stored in device characterization files (profiles). This approach works well for all colors reproducible by a device but out-of-gamut colors are neglected.
*See the ICC website at www.color.org.
Over the past two decades, gamut-mapping research evolved from finding the best treatment of out-of-gamut colors to searching for the optimal image-dependent mapping in specific environments. 
Optimality is defined here by visual image-quality measures that should keep the mapped image as similar as possible to the original. However, no simple definitions exist to describe similarity or image quality, and thus the definition of the objectives of gamut mapping is itself a challenge. This can be addressed by experimental methods assessing human preferences in psychovisual tests. Human perception can be roughly modeled by perceptual attributes such as lightness, saturation (colorfulness), hue, sharpness, and details (contrast). In his book on psychometric scaling, Engeldrum (2000) calls these attributes “Customer Perception-Nesses.” To derive an image-quality measure for optimizing gamut-mapping algorithms, good approximations of these attributes by physical image parameters (also called 
objective measures) are needed. Furthermore, an appropriate relative weighting of the attributes is important.
Consider the following example: Map each in-gamut color onto itself and out-of-gamut color to its closest in-gamut color (using an appropriate color space metric). This approach minimizes the average color difference of all pixels in an image. However, colors are always seen in their spatial neighborhood as described by perceptual attributes such as sharpness and contrast, which are not covered by the colorfulness attribute. Hence, the mapped image need not be optimal with respect to those attributes, as illustrated in Figure 2. When the perceived color distances are minimized (i.e., colorfulness is maximized), image details are lost in color-saturated regions. Conversely, details can be preserved by using methods such as linear compression, but then the mapped image usually is desaturated. In general, attributes such as detail and colorfulness cannot be optimally preserved simultaneously. Hence, there is always a trade-off between the different attributes involved; thus, the design of an optimal gamut-mapping algorithm needs (1) good psychovisual test data, (2) appropriate image-quality measures, and (3) a versatile gamut-mapping framework allowing multi-attribute optimization.
	[image: 60001/gr2.jpg is missing]

	Figure 2 The effect of different gamut mapping strategies: original (a), linear compression (b), and clipping (c).







1.1. Scope of this Chapter
A complete overview of the still-active field of gamut mapping is beyond the scope of this chapter. For a general treatment of the topic, see the book on color gamut mapping by Morovi
[image: 60001/si1.gif is missing] (2008). The goal of this chapter is to provide an overview of gamut mapping considered as an optimization problem. This chapter is structured as follows: In the next section, we review the basics of color science relevant for the subsequent topics. Section 3 describes gamut mapping as part of image reproduction workflow. Section 4 discusses current psychovisual test methods. Section 5 summarizes some image-quality measures relevant for gamut mapping. Finally, in Section 6 we discuss the optimization objectives addressed by popular gamut-mapping algorithms.

2. Fundamentals of Color Science
This section reviews some facts about human vision, color specification, and color spaces.
2.1. Human Vision
First, color is 
not a physical parameter but a sensation (e.g., see Schmidt et al., 2005, Sekuler and Blake, 2002 and Wandell, 1994). Derivation of a quantitative color specification requires the correlation of a perceived light stimulus intensity with the magnitude of its sensation. Some aspects, in particular lightness, follow general principles, such as Weber–Fechner's law or Steven's power function, but the most interesting one, namely, chroma, does not. Additionally, human sensation is strongly dependent on the actual viewing conditions. For that reason, it is not surprising that the development of device-independent color spaces is a tedious process that cannot be considered completed. However, before going into detail we briefly discuss the retina and its influence on vision.
The 
retina includes several layers of neural cells, especially the photoreceptors, rods, and cones. The rods contribute mostly to vision at low luminance levels (i.e., less than 1 cd/m
2), whereas the cones serve vision at higher levels. The ability of photoreceptor cells to adapt their visual sensitivity to the luminance level of the considered scene is called 
dark adaptation. Roughly speaking, humans differentiate between day and night, which may involve luminance ratios of a factor of 10,000 or more. Consequently, color coordinates usually do not involve physical dimensions. Actually, human vision discriminates relative differences in stimulus intensity. Because there is a lower bound of 1% to 2% for this ability, humans can distinguish only between 50 and 100 grey levels in one scene. Hence, an 8-bit encoding of color coordinates is sufficient.
2.2. Color Spaces
The cones can be subdivided into three types: 
L (long-wavelength), 
M (middle-wavelength), and 
S (short-wavelength) according to their peak of spectral responses. Their differences in spectral sensitivity are the basis of color vision and can be modeled by RGB color spaces. But this trichromatic approach of color vision (see Young, 1802, von Helmholtz, 1855 and Maxwell, 1855/57), cannot sufficiently explain effects such as opponent colors and perceived color differences. To understand these effects, the neuronal structure of retina cells that are organized into receptive fields needs to be considered. The input signals from the photoreceptor cells are integrated, concentrated, and modified in several neuronal processes and, finally, transmitted to the brain. The resulting output signal contains a luminance, a red-green, and a yellow-blue component. A color space that reflects this representation is the CIELAB space.
The following describes the aforementioned color spaces in more detail. Basic to their description are quantitative color descriptions addressed in colorimetry. 
Colorimetry is the branch of color science, which quantifies and describes physically human color perception (Wyszecki and Stiles, 1982, p. 117), specifying numerically the colors of physically defined visual stimuli in fixed viewing conditions.
2.3. RGB and XYZ Color Spaces
Grassmann (1853) observed that empirical color matchings satisfy a mathematical structure he introduced himself some years earlier (Grassmann, 1844). This structure is today known as a 
vector space. In case of color we observe a three-dimensional (3D) vector space; accordingly, colors can be specified as tristimulus values. There is a strong correlation between the mathematical structure and the underlying physics of light stimuli. A 
vector can be understood as light source, its length as intensity, and the addition of vectors as the physical mixture of the corresponding light sources. For fixed viewing conditions, this approach was carefully tested and documented by Wright, 1928-29 and Guild, 1931, respectively. This resulted in the introduction of the standardized color spaces CIERGB and CIEXYZ (see CIE, 1932, for short RGB and XYZ).
The primary colors—red, green, and blue—are defined as colors of monochromatic light at wavelengths of 435.1nm (B), 546.1nm (G), and 700 nm, (R). The tristimulus values of monochromatic light at a given wavelength λ have been determined and documented as the color-matching functions 
[image: 60001/si2.gif is missing](λ), 
[image: 60001/si3.gif is missing](λ), and 
[image: 60001/si4.gif is missing](λ). These functions allow the calculation of the tristimulus value R, G, and B of an arbitrary light stimulus with given spectral power distribution Φ(λ) as
		(1.1) 


where 
k means a normalizing constant.
More popular than RGB is XYZ, which is mathematically derived from RGB by a change of the vector space base (i.e., by a base transformation matrix):
		(1.2) 



The choice of the XYZ base seems arbitrary but optimizes some technical constraints, for instance, the Y coordinate is identical to the CIE spectral luminance efficiency function also known as 
photopic luminance efficiency function V(λ).
Many other well-known RGB color spaces, such as sRGB, Adobe 98-RGB, and ECI-RGB, are also derived from RGB and should be understood as mathematically equivalent. Contrary to these color spaces, CMYK typically denotes a device-dependent specification describing the amount of ink (
cyan, 
magenta, 
yellow, and blac
k) placed in a raster cell. Because of the subtractive interaction of C, M, Y, and K inside the raster cell, a modeling of the resulting color is much more complex.
The CIEXYZ system represents the average ability of humans to discriminate colors under specific viewing conditions; hence it is sometimes also called 
standard or 
normal observer.
2.4. CIELAB Color Space
Unfortunately, the Euclidean distance in XYZ space does not match the perceived color distances, and thus XYZ is not well suited for gamut mapping. Therefore, two color spaces, CIELUV and CIELAB, have been recommended by the CIE (1978). Approximate correlates with the perceived lightness, chroma, and hue of a stimulus can be easily derived from their coordinates. Although originally both spaces were recommended, CIELAB is almost universally used today, in particular for color measurements. In CIELAB the psychometric lightness 
L* is defined as
		(1.3) 


where (
X0, 
Y0, 
Z0) represents the reference white. This definition agrees with Stevens power function and roughly with the Weber–Fechner-law. Then CIELAB contains the 
a* (red-green) and 
b* (yellow-blue) coordinates:
		(1.4) 



		(1.5) 


where
		(1.6) 



According to the uniformity of CIELAB, color differences are understood as Euclidean distances and denoted as Δ
Ex, where the index 
x indicates the underlying color space. Over the years, some improvements for color differences have been introduced by the CIE, especially Δ
E94 (cf. CIE, 1995) and Δ
E00 (cf. CIE, 2001), which are modifications of Δ
ELab, in addition to stricter specifications of the viewing conditions.
In CIELAB color space we can visualize the difference between source and destination gamut quantitatively. Figure 3 shows typical printing gamuts as colored objects compared with a standard sRGB source gamut (as is typical for a monitor).
	[image: 60001/gr3.jpg is missing]

	Figure 3 Typical printer gamuts (colored objects) compared with a standard sRGB gamut (wire frame: newspaper gamut [left], coated offset paper [middle], inkjet printer [right].







2.5. Color and Image Appearance
Because viewing conditions play an important role, appropriate models are necessary particularly when colors or images are compared under different conditions. Fairchild (1998) explains this in his textbook: “Color appearance models aim to extend basic colorimetry to the level specifying the perceived color of stimuli in a wide variety of viewing conditions” (p.1).
A first step toward a color appearance space is the compensation of the reference white in the CIELAB color space. This allows a first-order compensation for the adaption of the human viewing system to the lighting condition. However, the CIELAB model lacks compensation of other viewing parameters such as surround conditions. It also has some limitations in its color difference metric. These shortcomings led to the development of new color appearance models, such as CIECAM97 and CIECAM02 (cf. CIE, 2004
b). The CIECAM02 model allows the calculation of dependences for the six technically defined dimensions of color appearance: brightness, lightness, colorfulness, chroma, saturation, and hue. The model's parameters compensate for the relevant influence of surround conditions:
	•A factor 
F determining the degree of adaptation of the human eye to the lightness
	•A parameter 
c compensating for the impact of the surround
	•A factor 
Nc, the chromatic induction factor.


These parameters are defined for a set of typical viewing conditions as follows: 
Average for viewing surface colors, 
Dim for viewing television, and 
Dark for using a projector in a dark room.
One major shortcoming of color appearance models is that they do not directly account for spatial and temporal properties of human vision. They basically treat each pixel in an image as a completely independent stimulus. Thus a new class of models, termed 
image appearance models, has been developed and is still under development. An interesting approach including spatial aspects of image appearance is the Retinex model introduced by Land (1986). Retinex models are used quite successfully in computer vision; however, they do not accurately model human color perception (Hurlbert 
et al., 2002). Recently a more sophisticated model, the image color appearance model (iCAM) framework, was proposed by Fairchild and Johnson (2004). Their basic idea is extracting image appearance components from four different images: (1) a high-frequency color image, (2) a low-frequency color image, (3) a low-frequency image grey scale, and (4) a low-frequency image within its surrounding. As illustrated later in this chapter, a better understanding of image appearance is probably the key for the development of gamut-mapping algorithms beyond pixel-for-pixel mappings.

3. Gamut Mapping in the Image Reproduction Process
3.1. Model of Visual Image Perception in the Reproduction Environment
Understanding the requirements of gamut mapping requires a model of the image reproduction process. More specifically, an image has to be matched visually with an image shown on a source device (e.g., liquid crystal display [LCD] monitor) in order to be printed on a destination device (e.g., an inkjet printer). Both devices have their own defined viewing conditions (lighting, viewing angle, and surround). A possible model is shown in Figure 4.
	[image: 60001/gr4.jpg is missing]

	Figure 4 Model of image perception.







The basic components of this model are (1) a characterization of the source and destination device, (2) appearance models for both viewing conditions, and (3) an appropriate metric for the visual image difference.
The task of finding the (visually) best match can now be formulated as determining a digital output image that minimizes the perceived image difference. The achievable quality depends on (1) the accuracy of the involved model components and (2) practical restrictions in solving the minimization problem. Over the years several models have been developed for each of the three components. The following text summarizes important models for the components:
3.1.1. Device Characterization
Devices are characterized either by physical models or empirical techniques based on a representative set of test patches. Bala (2003) reviews variety of solutions for monitors, scanner, digital cameras, and printers. For cathode ray tube (CRT) monitors physical models work quite well and are rather simple (Berns 
et al., 1993). For characterizing printers a few physical models have been developed, for example, the models of Kubelka and Munk, 1931, Yule and Nielsen, 1951 and Neugebauer, 1937.
However, in practice the accuracy of physical models, particularly for printing but also for non-CRT monitors, is usually in sufficient because the model does not cover all of the determining parameters. It therefore became common practice to use empirical techniques for device characterization—building LUTs (look up tables) based on measured test patches. This can be conveniently done with the data structures provided by the ICC color management.
3.1.2. Appearance Model
If source and destination devices have similar appearance conditions, (e.g., if both images are simulated on a monitor), the choice of appearance model is of minor importance. For most applications, a color appearance model like CIECAM02 or an image appearance model like ICAM can be used.
3.1.3. Perceived Image Difference Measure
The most direct method to measure the perceived image difference is by human judgment. Psychovisual testing, which is described in the next section, is a basic tool granting direct access to human judgment. This approach works well if there are only few image variations. For highly parameterized image optimization, psychovisual tests are not feasible and thus appropriate image-quality measures are needed. Such measures provide a good estimate of the perceived image differences. More details on such measures are provided in Section 5.
In an image processing workflow derived from a model with components as shown in Figure 4 the processing order of the 
appearance model and the 
device characterization is reversed for the destination device (compared with the source device). However, the reversal is not straightforward. A number of problems need to be resolved; for example, in general not all colors are reproducible by the destination device (out-of-gamut colors). For out-of-gamut colors the device characterization is not invertible. Gamut mapping is basically a solution to this problem and the topic of this chapter. Another issue is that the inversion is overdetermined for destination devices with more than three colors. This problem can be handled by using a predefined color separation strategy.
Furthermore, the spatial resolution of human vision is usually smaller than the resolution of the device. Thus, the direct inversion of image appearance models is problematic. The following text neglects this issue as it is usually neglected in today's imaging workflows.
An image reproduction workflow can now be modeled as shown in the top row of Figure 5. This model is, for example, realized in the ICC color management workflow that is briefly described in the following subsection.
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	Figure 5 Model of image reproduction: general model (top) and realization in a ICC color management workflow (bottom).







3.2. Color Management
In traditional workflows, the resulting image was more or less regarded as an original. However, the WYSIWYG (
what-
you-
see-
is-
what-
you-
get) principle of desktop publishing, changed this point of view. In desktop publishing, every image presented on a display screen is considered a proof. Consequently, the common device-dependent color interpretation was no longer acceptable. Also, desktop publishing is often a distributed process with heavy data exchange over global and local area networks. For this reason, color management needs to be based on device-independent color specifications that are organized as open software standards.
In 1993 FOGRA, one of the well-known standardization organizations in the graphics industry, convinced leading computer companies to agree on a new software standard, now known as the ICC color management system (ICC-CMS). The ICC-CMS provides a universal transfer function from a device-dependent color specification to a device-independent color space (or vice versa) using a so-called profile connection space (PCS), which is either XYZ or CIELAB. The transfer function is then implemented through LUTs and interpolation. Aside from LUTs, ICC profiles contain data for device characterization and software maintenance. Profiles are usually generated by special software tools such as ProfileMaker (X-Rite, Grand Rapids, MI) which, in particular, evaluate measurements of the test charts and create the LUTs. In order to carry out the LUT interpolation, applications such as Photoshop pass ICC profiles together with the color data to a color management module (CMM) that usually is part of the operating system. It is important to note that ICC-CMS always realizes a static mapping from one color space to another. A typical workflow using the ICC color management components is shown in the bottom row of Figure 5.
Finally, we are ready to discuss the role of gamut mapping in the color management process. As previously mentioned, its purpose is to handle out-of-gamut colors. In ICC-CMS, gamut mapping is aligned with so-called rendering intents that offer several approaches to find a replacement for an out-of-gamut color. We can distinguish several rendering intents. The 
absolute colorimetric intent provides no specification for a replacement. This leaves the gamut mapping to the profile creator that usually implements clipping to the nearest reproducible color. The 
relative colorimetric intent differs from the absolute one just in an additional white-point adaption. From a user's perspective the 
perceptual rendering intent is the typical case. Here a mapping of all colors, including in-gamut colors, is defined to retain the relationship between colors to obtain better visual image quality. However, in this case the specific mapping algorithm also is left to the profile software provider. Finally, the 
saturation intent is a variant of the perceptual rendering intent optimized for business graphics.
The realization of gamut mapping in ICC-CMS has been criticized for the following reasons:
	1Gamut mapping in ICC-CMS is hidden from the user, which is inconsistent with its accountability for applying a profile.
	2In early versions of ICC color management, gamut mapping was expected to be handled in the output profile. This drawback means that different color gamuts of input devices cannot be taken into account for the gamut mapping. In version 4 of the ICC Profile definition (ICC.1:2003:9, 2003), a reference media gamut has been introduced for perceptual rendering. This allows the gamut mapping to be divided into two parts, first mapping the input data to the reference media gamut, and second mapping from the reference media gamut to the device gamut (see Figure 5, bottom row).
	3From its structure ICC-CMS allows only static pixel-to-pixel gamut mappings between color spaces and therefore has limited visual performance. Alternatives based on image appearance can achieve better visual ratings.
	4From a user's point of view, gamut mapping and the creation of device-dependent CMYK output data (i.e., transformation to device colors and color separation) should be disassociated. This offers the potential for improved gamut-mapping concepts. The resulting images can be reintegrated in an ICC workflow using the absolute rendering intent.



4. Psychometrics
4.1. Test Methods
Psychovisual tests are used to subjectively evaluate the quality of images, such as the quality of images transformed by gamut-mapping algorithms. A variety of methods are available to carry out such tests. The aim of the tests is to compare images with respect to perceived quality. Often an interval scale for the images is computed from these comparisons, where a scale value is a measure for the quality of an image. The CIE guidelines for testing gamut-mapping algorithms (CIE, 2004a) provide specific experimental methods, viewing conditions, and reference algorithms. Three kinds of psychovisual tests are recommended for evaluating the quality of gamut-mapping algorithms: pair comparison, rank order, and category judgement. The most widely used method is pair comparison. It is also the easiest for the observers, especially if the differences between the images are small. However, the other methods are also useful for specific problems; in particular, they are typically less time consuming than pair comparisons. The following text briefly describes the different methods.
4.1.1. Pair Comparisons
A pair of images from a set 
A is presented to an observer, who is then asked to choose the one that better fulfills instructions of the test. In the gamut-mapping case, the instructions usually state that the observer should choose the more aesthetic image or the image more similar to the original. In the second case, the original image is shown along with the transformed images. Pair comparison tests have been used, for example, in Farup 
et al. (2004) or Bonnier 
et al. (2006). Typically, the data are stored in a frequency matrix 
F = (
fij), where 
fij is the number of comparisons where 
i was preferred over 
j (
i ≻ 
j).
4.1.2. Rank Order
An observer is asked to rank the images from the best to the worst according to an attribute defined in the instructions (e.g., similarity to the original or aesthetics of the image). Each ordering immediately provides 
n(
n − 1)/2 pair comparisons. The data gathered in a rank order test can also be stored in a frequency matrix. Alternative evaluation methods for rank order data are computing average ranks (Engeldrum, 2000) or distance-based models as described and applied by Millen 
et al. (2001).
4.1.3. Category Judgment
In a category judgment test, observers are asked to assign images to categories. Categories can have descriptive names or just numbers. If the quality of images is considered, category names can be, for example, 5. Excellent, 4. Good, 3. Fair, 2. Poor, and 1. Bad. For example, category judgments have been used in Morovi
[image: 60001/si11.gif is missing] and Yang (2003).
4.1.4. Media
Psychovisual tests can be performed using different media. The typical situation compares an original image on a monitor with printed images using two different gamut-mapping algorithms. Another common technique shows both the original and the mapped images on a monitor. A necessary condition for this method is that the printer gamut is a subset of the monitor gamut. Both methods have advantages and disadvantages. The first method is closer to the targeted application; however, original and mapped images are seen under different viewing conditions, for which appropriate color appearance models need to be known. In the second method, all images are seen under the same viewing condition; thus, color appearance models are less important. Furthermore, the production of a large series of test images is much simpler.
4.1.5. Environment
The CIE guidelines recommend fixed viewing conditions for a medium. In the case of a monitor, the number of observers can easily be increased by conducting the test on the Internet. This environment does not afford guaranteed fixed viewing conditions. However, a recent study (Sprow 
et al., 2009) has shown that gamut-mapping studies using the Internet can yield similar results as studies in a controlled laboratory environment. Internet studies can be an interesting alternative, especially if a large number of observers is required.
4.2. Data Evaluation
The data gathered in a psychovisual test need to be processed to derive an interval scale for the considered gamut-mapping algorithms. We briefly discuss how to process data gathered in pair comparison tests. For one-dimensional problems (an unstructured set of distinct gamut-mapping algorithms), we cover the most frequently used data evaluation method, namely Thurstone's law of comparative judgment (Case V). Parameterized gamut-mapping algorithms and their analysis in psychovisual tests recently became a focus of research. We review two methods to analyze multidimensional (parameterized) data: multidimensional scaling using just-noticeable differences (JNDs) and conjoint analysis as a generalization of Thurstone's method.
4.2.1. Thurstone's Law of Comparative Judgment
Thurstone's law of comparative judgment is a method used to evaluate data obtained in a pair comparison test. Rank order experimental data also can be transformed to pair comparison data and then evaluated by this method.
Given is a set 
A of 
n stimuli, for example, images mapped with different gamut-mapping algorithms and choice data in the form of a frequency matrix 
F. Let 
pij represent the proportion that stimulus 
i is preferred over stimulus 
j, 
[image: 60001/si12.gif is missing]. This proportion is an indirect measure for the distance of the scale values 
Si and 
Sj of items 
i and 
j, respectively. 
S is a vector of scale values.
The perceived value of stimulus 
i is modeled as 
ui = 
Si + ɛ
i, where the error ɛ
i is a random variable following a Gaussian distribution with mean value 0. It is assumed that for every 
i, ɛ
i follows the same normal distribution 
N(0, σ
2), that is, σ
i = σ. Since the preferred image is the one with the higher perceived value, the probability of preferring stimulus 
i over stimulus 
j is given as
		



Since both ɛ
i and ɛ
j are 
N(0, σ
2) distributed and are assumed to be independent, their difference is 
N(0, 2σ
2) distributed. Hence,
		


where Φ is the cumulative distribution function of the standard normal distribution.
By applying Φ
−1 to the both sides of the above equation, we get
		



Using the proportion 
pij to approximate (
P[
ui ≥ 
uj]), we construct the matrix 
Z with
		(1.7) 



We assume that the entries 
zij of the 
Z matrix are noisy measurements of the true differences 
Si − 
Sj. If we assume that the noise term ɛ is independent of the pair (
i,
j), then we get the system of equations 
Si − 
Sj = 
zij + ɛ for 
i, 
j = 1 … 
n, 
i ≠ 
j.
Mosteller (1951a) has already realized that the least squares solution of the system of equations for the scale values 
Si can be determined by averaging the columns
		(1.8) 



In order to fix the arbitrary offset of the scale values, the sum of all scale values 
Si is assumed to be zero.
4.2.1.1. A generalization of Thurstone's Method
The classical solution of Thurstone's method assumes that all the 
zij are known and have approximately the same error. However, 
zij is not always available for all considered pairs. A solution for the problem with an incomplete matrix has been proposed by Morrisey (1955). The least squares solution can be determined from the set of linear equations
		


for every available 
zij. This system of equations can be written in matrix form as 
z = 
XS, where
		



If the rank of the matrix 
X is 
n, we can find the least squares error solution for this smaller set of equations and compute the vector of scale values as
		



4.2.2. Multi-Attribute Just-Noticeable Differences
A 
just-noticeable difference is the smallest detectable difference between two levels of a particular sensory stimulus. Here we consider JND in quality—we consider the smallest differences that have an effect on the perceived image quality (but not the differences that are noticeable, though their impact on quality is unclear).
We now consider a multi-attribute setting with several independent sensory stimuli. The question is how to combine the perceived effect of the different stimuli. Keelan (2002) has introduced a multi-attribute formalism to combine the effects of different stimuli whose main two constraints are as follows: (1) if all JNDs are small, then the effect of the different stimuli just adds up, and (2) when at least one attribute's (stimulus) JND is large relative to the other JNDs, then the stimuli with small JNDs have little impact on the perceived effect. To satisfy these constraints, Keelan proposes to combine effects using the variable-power Minkowski metric, which is the 
nth root of the sum of 
nth powers of differences in each attribute. In the (image) quality context, that is,
		


where 
nm is the power of the metric, Δ
Qi is the quality change induced by the 
ith attribute, and Δ
Qm is the perceived overall image quality. Keelan also proposes that 
nm should be a function of the Δ
Qi that is close to 1 if all the Δ
Qi are small, and larger if at least one of the Δ
Qi is large.
Note that this formalism assumes that the attributes are scalable. In the image-quality setting, this means that the image with no distortions should have been an element in the multi-attribute space. Typically this is not the case in gamut-mapping tests, because the original image is usually far from the transformed images and the difference to the original cannot be expressed in terms of JNDs.
4.2.3. Multi-Attribute Analysis Using Conjoint Analysis
Conjoint analysis is an alternative to multi-attribute JNDs for evaluating parameterized gamut-mapping algorithms. We assume that the (gamut-mapping) algorithm has 
m parameters (attributes), where each parameter takes values in the parameter sets 
Al,…,
Am. An algorithm is then given simply by a choice of values for every parameter, that is, it is an element in the Cartesian product 
Al × … × 
Am. Note that every algorithm corresponds to a mapped image, and preferential data collection for the algorithms can be done using the corresponding images. Also note that the total number of algorithms grows exponentially with the number of parameters and thus the standard Thurstone approach (or any other single-attribute technique) needs too many comparison.
However, using the structure on the parameter space, we can estimate how much each parameter level contributes to the observers' preferences. The high-level concept is to apply Thurstone's method to every individual parameter, normalize the scale values across parameters, and finally sum the scale values for parameter values present in the tested algorithm.
The normalization step is crucial. Normalization is based on the assumption that the scale values 
Sij (scale value for parameter 
i at value (level) 
j) for any parameter 
i are drawn from a normal distribution with variance 
[image: 60001/si22.gif is missing] and 0 mean. The 
[image: 60001/si23.gif is missing] values themselves are drawn from another normal distribution with mean 0 and variance 
[image: 60001/si24.gif is missing]. Hence the 
Sij values are simply drawn from a 
[image: 60001/si25.gif is missing] distribution as a convolution of two normal distributions. To make the scale values for the different parameters 
i comparable, the distributions 
[image: 60001/si26.gif is missing] are assumed to be independent of 
i: These distributions are the same for all 
i. This assumption is quite reasonable since the scale values for the different parameters are all computed from the same database, namely, pair comparisons between algorithms.
We now want to find a rescale value λ
i, such that 
[image: 60001/si27.gif is missing] Without loss of generality we can assume that 
[image: 60001/si28.gif is missing] While applying Thurstone's method we had to fix value σ
i2 arbitrarily, and set to 1 for all parameters 
i. In the following, we fix the parameter 
i and drop it from the index.
We can estimate σ
1 from the scale values obtained by Thurstone's method as follows:
		



As stated previously, σ
2 was assumed to be 1. Given that 
[image: 60001/si30.gif is missing] and because of 
[image: 60001/si31.gif is missing] we get
		



For the fixed parameter 
i we now rescale the values 
[image: 60001/si33.gif is missing] computed by Thurstone's method by the estimated value of λ
i(= λ) to normalize them. The normalized values for the parameter levels are our part-worths that we assume to contribute linearly to the quality of an algorithm, that is, the quality value of a stimulus 
[image: 60001/si34.gif is missing], which is the sum of the part-worths of the parameter levels present in the stimulus.
4.2.4. Error Analysis
A good error estimation is important to gauge the statistical significance of differences between scale values as well as for statistical tests. Different methods can be used to estimate errors. Here we describe two of them: analytical error estimation and experimental error estimation.
4.2.4.1. Analytic Error Estimation
Here we demonstrate only the analytic error estimation for Thurstone's method. Corresponding error calculations can be derived also for the other data evaluation methods. The basic approach is to estimate the error in the image choice process and then propagate the error through the data evaluation steps. The process of choosing one image from the pair of images can be modeled as a Bernoulli trial. The standard deviation for a Bernoulli variable in 
n trials is given by 
		


where 
n is the number of comparisons between two stimuli and 
p is the relative number of times that the first stimulus was preferred over the second one.
We propagate the error using equation (1.7) to compute the errors of the entries 
Z
ij in the Z matrix:
		



Using equation (1.8) the errors of the scale values 
S
i are computed as
		


In practice, it is typically sufficient to assume that the probabilities 
p
ij are not far from 1/2. Then their standard deviation is 
[image: 60001/si9003.gif is missing] and error of the Z-matrix elements 
z
ij can be approximated as
		


and the error for the scale values 
S
i as
		



4.2.4.2. Experimental Error Analysis
The theoretical error estimations rely on several model assumptions, in particular, independence of the choices. One error estimation method based on a minimum of assumptions samples the error by dividing the choice data randomly into two groups. For both groups the scale values are individually computed and errors are estimated from the differences of the values obtained from both groups. This process is repeated several times and the results are averaged to increase the accuracy of the error estimation. An extension of this method is to divide individual observers (or individual images) into two groups. Error estimation using such biased samplings allows testing whether the choices depend on individual observers (or images).
4.2.5. Testing Model Assumptions
In evaluating the data using different methods, we made some assumptions. For example, in Thurstone's method it was assumed that the parameters are not correlated and that the variances for all parameters are equal. These assumptions are usually tested using Mosteller's test (Engeldrum, 2000 and Mosteller, 1951b). The main assumption in conjoint analysis is the additivity of parameters. A description of how to test this assumption can be found in Giesen 
et al. (2007).

5. Image Quality Measures
Conducting psychovisual experiments with observers is so far the most popular, but not the only, method for assessing image quality. Image-quality measures are an efficient alternative for comparing the quality of transformed images with an original image. The results do not always exactly match with observers preferences, but they are reliable enough to be treated as a reasonable approximation. A good example of the necessity of methods that require less effort than psychovisual tests is optimizing gamut-mapping algorithms on the basis of their performance on the produced images. This section reviews the most important image-quality measures.
In the following description of image-quality measures we always compare two images 
X and 
Y with 
n × 
m pixels. 
xij ɛ 
X and 
yij ɛ 
Y are color coordinates in both images. If not stated otherwise, we do not distinguish in our notation between a pixel and the color coordinate considered at this pixel. Apart from Δ
E, all measures described below use a one-dimensional (1D) color description, and it is not always clear how to generalize them to three color coordinates. Primarily, one uses just one color coordinate (usually luminance) or combines the different coordinates into a single value. In Barańczuk 
et al. (2009) the luminance coordinate was used and provided good results.
5.1. Mean Square Error
A well-known and intuitive measure is the mean square error (MSE). The MSE is simply the squared pointwise difference between the images 
X and 
Y. The corresponding image quality measure 
QMSE is defined as
		


where 
xij and 
yij are the lightness coordinates (e.g., 
L* in the CIELAB color space) for the points in images 
X and 
Y, respectively.
This measure is not very accurate in predicting image quality, but this measure, as well as other pointwise measures, reflects the main assumption of gamut-mapping algorithms—mapped colors should be close to the original ones.
5.2. The Measure 
QΔ
E
Δ
E is another pointwise distance measure, similar to the MSE. The difference is that it is computed in a 3D color space instead of a 1D projection. It is defined as the Euclidean distance in CIELAB color space between corresponding pixels in two images. That is, locally at a pixel 
x ∈ 
X and the corresponding pixel 
y ∈ 
Y, the Δ
E distance is defined as
		



As our image-quality measure 
QΔ
E we take the average Δ
E over the pixels of the two images, that is,
		


Δ
E is a popular image-quality measure because it is easy to compute and has a natural interpretation. In principle, it could be replaced by any more sophisticated color distance measure such as CIECAM02 (CIE., 2004b and Moroney et al., 2002) or Δ
E94 (CIE., 1995 and McDonald and Smith, 1995).
5.3. Laplacian Mean Square Error
An important attribute of image quality is local contrast. Evaluating local contrast is not included in any pointwise measure. The basic approach of evaluating image local contrast is the Laplacian mean square error (LMSE). The LMSE (see Eskicioglu and Fisher, 1995), is a local measure for the difference in two images. We compute the following quantities at each pixel (with indices 2 ≤ 
i ≤ 
n − 1 and 2 ≤ 
j ≤ 
m − 1) of 
X and 
Y, respectively:
		


and
		



The image-quality measure 
QLMSE is then defined as
		



Another measure considering a local contrast in images is Δ
LC.
5.4. The Measure 
QΔ
LC
The image-quality measure 
QΔ
LC is based on a local contrast measure. Here the Michelson contrast (see Michelson, 1927) is used as a measure of local contrast. We compute it on a 
k × 
k patch 
PX ⊂ 
X of the image 
X as follows:
		


where 
x is a luminance coordinate in 
XYZ color space (at pixel 
x ∈ 
PX), and 
xmax and 
xmin are the highest value and the lowest value, respectively, of this intensity on the patch 
PX. Analogously, we can compute the value 
LC(
PY) for the corresponding patch 
PY in image 
Y, and define
		



The image-quality measure 
QΔ
LC(
X, 
Y) is then finally defined as the measure Δ
LC averaged over all possible 
k × 
k patches in images 
X and 
Y.
5.5. Structural Similarity Index
The 
structural similarity (SSIM) 
index was introduced by Wang and Bovik (2002) and is defined on quadratic image patches of size 
k × 
k at the same location within image 
X and 
Y. Let 
PX ⊂ 
X be such a patch and 
PY the corresponding patch for 
Y. We compute the following quantities for the patches:
		



		



		


and
		



The SSIM index is then defined as
		


with two constants 
c1 and 
c2.
The SSIM index is a product of three factors that describe a linear correlation between both images, consistency of mean luminances, and consistency of contrasts in both images. Hence, optimizing SSIM means optimizing these three factors in the image.
From the SSIM index the image-quality measure 
QSSIM(
X, 
Y) can be defined as the SSIM index averaged over all possible 
k × 
k patches in the images 
X and 
Y. The resulting measure is in the range [−1, 1], and the higher the 
QSSIM value, the more similar are the compared images.
5.6. Comparing Models
The previous sections described the most popular methods used to evaluate gamut-mapping algorithms, either with psychovisual tests or using image-quality measures. Each model has a number of parameters. To find the optimal model, a method to compare models is needed—a sort of benchmark. For instance, in Thurstone's method Gaussian distributions are used for modeling the preferential choice process. We could test different distributions and choose the one that gives the best model. Here we review 
hit rates and 
cross-validation as a quite general technique to compare different methods for evaluating gamut-mapping algorithms.
5.6.1. Hit Rate
The 
hit rate is the percentage of correctly predicted choices. In the case of pair comparisons, observers choose the image that they assume to be the better one from each pair. According to the model that is used to describe the comparisons data, one of the images in each pair must at least as good as the other. Now if the observer's decision was the same as the prediction obtained from the model, we call the prediction correct. If the model's prediction was different than the observer's choice, we call this prediction wrong. Assuming that the number of correct predictions is 
c and number of wrong ones is 
w, then the hit rate 
h is defined as 
[image: 60001/si54.gif is missing]. We can compare hit rates for different models and assume that the one with the higher hit rate describes the given dataset better.
5.6.2. Cross-Validation
The same data should not be used to derive the model and test it. This problem is circumvented in cross-validation: The dataset is randomly divided into 
k subsets. Then one of these subsets is chosen as the test set, and the remaining subsets form the training set. The training set is used to derive the model. Then the hit rate can be computed on the test set using the model. This procedure can be repeated 
k times, using each of 
k sets as the test set once. This allows determination of 
k hit rates, from which the mean hit rate is computed. The results can be improved further by repeating the entire procedure several times to get less noisy results.
5.6.2.1. Example: Conjoint Analysis
For example, in the approach toward conjoint analysis (as described here) an important part is rescaling of part-worths obtained for different parameters. The rescaling method that we have described builds on strong model assumptions. An alternative is to optimize the scalings using hit rates.
5.6.2.2. Example: Individualization
In general, a first evaluation uses the entire dataset, and thus the results are averaged over all images and observers. However, different observers may not have the same preferences and the different mapping algorithms may not have have the same impact on the individual images. In that case, individualized models that treat every image or every observer independently may be superior. To derive meaningful individualized models more data are necessary since the number of free parameters that need to be estimated is much larger. Typically, the data tend to be too sparse to compute personalized models directly. In that case, better results can be achieved by using a linear combination of a global and a personalized model. The best weight for the linear combination can be found by testing multiple values and choosing the one with the highest mean hit rate using cross-validation.

6. Gamut Mapping as an Optimization Problem
Gamut mapping can be described as a constrained optimization problem. The objective is to find a mapped image that represents an original image as best as possible, that is, we want to minimize the perceived difference of a mapped image and the original image under the constraint of color gamut limitations. This section describes gamut mapping as an optimization problem in abstract terms. We then provide concrete examples that show that many of the existing gamut-mapping algorithms fit into the abstract framework.
6.1. Abstract Optimization Problem
Conceptually, a 
gamut mapping is a function
		


where 
X, 
Y ⊂ 
[image: 60001/si74.gif is missing] are 3D color spaces, and 
m × 
n are image dimensions. That is, every 
x ∈ 
Xmn is a color image with 
m × 
n pixels, and 
xij, 1 ≤ 
i ≤ 
m, 1 ≤ 
j ≤ 
n is the color of the pixel at position (
i, 
j). Let 
[image: 60001/si75.gif is missing] be the space of all gamut mappings, that is, all mappings 
g: 
Xmn → 
Ymn.
Practically, gamut mapping means devising an algorithm to pick a good/optimal g ∈ 
[image: 60001/si76.gif is missing]. Here, optimality (also goodness) is measured with respect to certain objectives and constraints.
Let us first introduce some definitions before we discuss concrete objectives and constraints.
6.1.1. Fixed Mappings
We will call a mapping 
gf ∈ 
[image: 60001/si77.gif is missing] a 
fixed mapping if and only if it is induced by the mappings 
f in the form 
f: 
X → 
Y. That is, 
gf = 
fmn: 
Xmn → 
Ymn—that is, all colored pixels get mapped as prescribed by the mapping 
f independent of their position in the image.
6.1.2. Global Image Dependency
Fixed mappings are very restrictive but are still used in practice because they are fairly easy to compute: Only a good mapping 
f: 
X → 
Y needs to be defined/computed. A slightly more flexible class of mappings is defined as follows: Given an image 
x ∈ 
Xmn, the color content 
C(
x) of 
x consists of all colors that appear in 
x, that is,
		



Finding a mapping 
g ∈ 
[image: 60001/si78.gif is missing] is now reduced to computing a mapping 
fC(
x): 
X → 
Y and 
g is simply the induced mapping 
[image: 60001/si57.gif is missing]
6.1.3. Local Image Dependency
Even less restrictive but still computationally feasible are locally image-dependent gamut mappings. In locally image-dependent gamut mappings, the mapping of every colored pixel 
xij depends on the color content of a neighborhood 
N(
i, 
j) ⊆ {1,…, 
m} × {1,…, 
n} of the pixel at (
i, 
j) *. Let
*Typical neighborhoods of a pixel at (
i, 
j) are {
i − 
k, 
i − 
k + 1, …, 
i + 
k − 1, 
i + 
k} × {
j − 
k, 
j − 
k + 1, …, 
j + 
k − 1, 
j + 
k}.
		


be the color content in the neighborhood of 
xij. Finding a mapping 
g ∈ 
[image: 60001/si81.gif is missing] is now reduced to computing mappings 
[image: 60001/si59.gif is missing] and 
g is simply the induced mapping 
[image: 60001/si60.gif is missing] that maps 
xij to 
[image: 60001/si61.gif is missing]
6.1.4. Family of Parametric Mappings
Often it is efficient to restrict the class of allowed mappings to a family of parametric mappings. Then, instead of optimizing over a huge space of possible mappings, the problem is reduced to optimize a few parameters. Of course, the gain in efficiency comes at the price that the theoretically possible optimum can only be approximated, and the approximation quality depends on the set parameters.
6.1.5. Constraints
One constraint is mandatory for gamut mapping: All mapped colors must be in the destination gamut. Here we assume that 
Y is the destination gamut (this constraint is not mentioned explicitly hereafter). In practice, it is necessary to consider additional constraints such as continuity. Sometimes constraints can be incorporated in the objective function but often they must be defined explicitly.
6.1.6. Continuity
Note that the notion of continuity assumes that we have a topology on 
Xmn and 
Ymn. In case of perceptually uniform color spaces 
X and 
Y, this would be the topology induced by the Euclidean metric on ℝ
3 and its subsets. In the following, we always assume that the topology on 
X is induced by some metric 
dX on ℝ
3 and that 
Xmn carries the product topology, analogously for 
Y and 
Ymn. For induced mappings 
gf continuity boils down to 
f: 
X → 
Y being continuous. In general, we call 
g ∈ 
[image: 60001/si80.gif is missing]locally Lipschitz-continuous if
		


for some constant 
c > 0 and some neighborhood of (
i, 
j). Note that if 
g is induced by a continuous map 
f: 
X → 
Y, then 
g is locally Lipschitz continuous.
6.2. Concrete Objective Functions and Constraints
In the following we discuss how the abstract concepts from the previous subsection can be made concrete by defining objectives and constraints. Any image-quality measure is a suitable candidate for an objective function. In general, the objective function should consider the following aspects:
	1Minimizing the average perceived color difference, that is, Δ
E
	2Avoiding gamut-mapping artefacts
	3Conserving local image information
	4Avoiding the enhancement of image artefacts.


Accommodating these aspects requires a metric 
d on 
X ∪ 
Y that allows comparison of the colors in 
X and 
Y. Such a metric is available, for example, when both the source gamut 
X and destination gamut 
Y are subsets of a common working color space, which we want to assume in the following.
6.2.1. Minimizing the Perceptual Distance Pixel-Wise
A natural objective is to minimize the total distance of the colors in the source gamut to their images in the destination gamut. This objective function simply reads as
		



In a psychovisually equidistant color space (where 
d is the Euclidean metric), optimizing this objective function leads to minimum distance clipping. In our terminology, 
clipping is a fixed mapping; it does not depend on the local or even global color content in the source gamut (image).
Several studies have shown that not all color directions are equally important for gamut mapping. The human eye is more sensitive to hue changes than saturation or lightness. This fact can be accounted for by introducing the constraint that hue must not be changed. We have then the following optimization problem:
		



		



This constrained optimization problem is solved by the hue-preserving minimum distance algorithm (HPMinDE) (Morovi
[image: 60001/si66.gif is missing] and Sun, 2001). It is one of the two recommended reference gamut-mapping algorithms in the CIE guidelines (CIE, 2004a).
Another way to address the difference in the importance of the different color directions is to use a weighted distance measure 
d with different weights for L, C, and H as proposed by Nakauchi 
et al. (1999). This again results in an unconstrained optimization problem using the weighted distance measure 
d instead of the Euclidean as in clipping.
As soon as hue preservation becomes an issue, hue in the working color space needs to be defined accurately. Unfortunately, this is only approximatively the case in CIELAB and in CIECAM02. Color spaces with improved hue definition are IPT (Ebner and Fairchild, 1998) and mLab (Marcu, 1998).
6.2.2. Minimizing the Perceived Distance under Detail Preservation and Continuity Constraints
Clipping algorithms as described above all lack constraints to prevent loss of details (local image information) or gamut-mapping artefacts. Clipping can create artifacts by mapping widely separated color points to the same point in the destination gamut (Zolliker and Simon, 2006). This can be prevented by introducing an appropriate constraint, that is,
		



		


with a defined constant 
c1 > 0. These constraints impose the limitation that the images 
y and 
y' of color points 
x and 
x', respectively, should not be much closer than the points 
x and 
x'. Note that by introducing this constraint the mapping becomes dependent on the color content of the source gamut (image); in our terminology, it becomes globally image-dependent mapping. Unfortunately, this problem is computationally costly to solve. A computationally tractable variant is presented by Giesen 
et al. (2007). This variant builds on an additional practically important objective—preservation of hues and grey axis (effectively reducing each point mapping from a 3D to a 1D mapping problem). This can be achieved by fixing one point on the grey axis, the so-called focal point, and mapping every color point in the source gamut along the ray from the focal point to the color point. Thus for every color point, only the best position on the intersection of the ray with the destination gamut needs to be found. This is already an easier problem but still computationally too expensive in practice. Hence in Giesen 
et al. (2007) the objective has been changed to exhausting the destination gamut as good as possible, that is, essentially moving the source color points as little as possible along the respective lines. Because the color points are now mapped independently along their rays, it may happen that nearby color points are mapped far apart (just what we wanted to prevent by the original objective function). We prevent this by imposing a continuity constraint
		


with a defined constant 
c2 > 0. Finally, the problem is simplified by optimizing only the mapping of color points in the boundary of the image gamut and then interpolating the mapping for the interior points along the rays. The gamut boundary can be obtained as follows: The gamut is approximated by some “simple” covering shape within the working color space, and the boundary of the approximating shape is taken as the gamut boundary. A number of methods are known for computing covering shapes of image gamuts. These include the convex hull of the color points (Kress and Stevens, 1994), the segment maximum method (Morovi
[image: 60001/si70.gif is missing] and Luo, 2000), alpha shapes (Cholewo and Love, 1999), flow shapes (Giesen 
et al., 2005), and star shapes (Giesen 
et al., 2007). Note that the convex hull description usually overestimates the image gamut. Even device gamuts are generally not convex. Alpha shapes and flow shapes aim at mitigating this problem. Therefore, we are looking at S
hape(
C(
x)), where 
C(
x) is the image gamut (color content of the image 
x to be mapped), and S
hape can be either the convex hull, an alpha shape, flow shape, or segment maximum shape.
6.2.3. Spatial Gamut-Mapping Algorithms
In principles using models of perception and human vision allows the design of algorithms that not only minimize the perceived color differences between the original and its reproduction but also preserve spatial image features such as the local contrast. A good example of such a spatial gamut-mapping algorithm has been given by Kimmel 
et al. (2005), who derive the mapping from a variational approach. The perceptual difference between the original 
x and the mapped image 
y is modeled as
		


where 
c ∈ {
L, 
a, 
b}, * denotes convolution, and 
g is a normalized Gaussian kernel with a small variance σ. The functional that is used in the variational formulation is then given as
		


where 
Dc is the 
c ∈ {
L, 
a, 
b} color plane of 
D.
This is a powerful and quite general approach. The solution (a stationary point of the functional) can be computed iteratively, although this, to date, has been accomplished only for grey-scale images. Furthermore, halo effects must be avoided by using ad hoc methods because the functional as stated does not capture midrange frequencies, which typically govern halo effects.
Another iterative approach has been proposed by McCann (2001), who describes an iterative gamut-mapping technique based on spatial image compression. The objective in McCann's approach is to optimize ratios of radiances.
In both optimization approaches, the main difficulty is defining an appropriate optimization criterion using a perceptual model. Another issue is the computational efficiency that makes use of these algorithms difficult in practical applications. So far, optimization approaches respecting spatial features become so high dimensional that the objective function cannot be optimized directly.
This difficulty is probably why heuristic methods using appropriate local filters are much more popular in the literature. Using our terminology, these heuristics fall in the class of local image-dependent methods. Examples include Bala et al., 2001, Morovič and Wang, 2003, Zolliker and Simon, 2007, Bonnier et al., 2007 and Farup et al., 2007.
Most of these concepts can be described in terms of our terminology as families of parametric mappings because they involve a set of parameters that must be optimized, either implicitly in the design step of the algorithm or explicitly through psychovisual data or image-quality measures. An example is the algorithm designed by Zolliker and Simon (2007). This algorithm has the following parameters: the choice of a basic pointwise gamut-mapping algorithm, a reference color distance σ
c, a reference spatial distance σ
s, and an overall weight parameter 
r. To date, this algorithm has been tested only on a very restricted set of parameters: four basic pointwise gamut-mapping algorithms, two values of 
r (0, 1), and fixed values for σ
c and σ
s. Hence it is still possible to find a better parameter setting—for example, through a conjoint analysis study.

7. Conclusion and Future Work
Gamut mapping regarded as a color transformation from the color capacity of one device to another has reached a satisfying degree of maturity. The state of the art is well documented in several publications within the past two decades. However, if gamut mapping is regarded as a color image transformation from the color capacity of one device to another, there still is potential for significant improvement in terms of perceived image quality.
We consider the following three major challenges that need to be addressed to further advance the progress of gamut mapping:
	1A better understanding of the goals of gamut mapping. Such goals should be formulated in terms of image-quality measures derived from and validated on solid data from psychophysical measurements. Of particular interest is the influence of different mapping parameters and their interactions on the overall perceived image quality.
	2Definition and solution of optimization problems that reflect the above goals and are manageable in terms of computational resources. Based on today's knowledge of image appearance, better gamut-mapping solutions should include spatial aspects and image dependencies.
	3Today's color management workflows, such as ICC color management, need to be adapted to efficiently incorporate modern gamut-mapping algorithms. In particular, it is important progress beyond the inherent pixel-to-pixel color transformations.
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obtained than is possible with optical instruments, whose resolving power is
limited by the wave-length of light. This limitation does not exist with magnifiers
operating with electron rays, as the wavelength of these rays is several orders of
magnitude smaller than that of light.
agni ight 2






OEBPS/60004/si414.gif





OEBPS/60004/si659.gif
K—2
Li





OEBPS/60004/si417.gif
fwh, wit, wil =],





OEBPS/60004/si656.gif





OEBPS/16005/gr12.jpg
By com-
bining the ring with the disk-diaphragm, 43 n
Fig. 0, the two being similarly or contrarily
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course of the field can be varled in the effective
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talned by means of a combination of u circular
ring With & surrounding differently charged cas-
ing, 8s in Flg. 10. To obtain a sharp lens- or
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‘symmetrical in its course, in order that the addi-
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o eanoc] each other in their effect.
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Yovember 5, 1953,

Dear Dr. Gabor:

Apparently the writing of your history of
electron microscopy has speeded up the handling
in Germany of my original application of May 30.
1931,

I just received the infornation from Sienens
in Berlin that the patent on this application
has been granted on 16.7,1953 under patent No.
895635 by the 3undes-Patentant in Minchen with
the title “Anordnung gur vergrisserten Abbilduns
von Gegenstinden mittels Zlektronenstrablen und
mittels den Gang der Slektronenstrailen besinflus-
sender slsktrostatischer oder elektromagnetischer
Felder". Uy naze aopears as the inventor.

1 believe this settles the question about
which T am able to give you infor:

¥ith kindest regards,

1 remain very cordially yours
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in the optical case, would require the production of radisl foroe

on the 1ndividusl elestrons flying in the beas, which are proportional
to the distance from the besm axis. If elestromagnetio fislds of

such structure could be produced to give this effet, then s magnifice-
tion to seale of all contrasts of a field of viruses should be pos-
s1ble by action of elestron rays and this finally could be made visible

Nany Aifferent strustures of elestric lines of forse wers de-

1n order to 1nd an esbodiment of an eleotron lens, nasely a
shape of elestrode giving the radial condition required. Finally,
oireular rings, or spertures in &1

, both consentrically srranged
around the slectron besm, vers found to give near the center of the
opening a dsflecting field-strength proportional to the distanse from
the axis. A short concentrie magnetic coil as already known by H.
Busoh's publication aléo appeared ms very useful. '
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But now to reallze such vague ldeas for the recognition of
alnute contrasts, auch smaller than the length of the shortest light-

weve end therefore completely outside the reala of our vistble warld.

, vrobeble ones, fzprobsble on

I considered muserous possibilftie

and fantestic ones, soze in dreams of the night, soms during daylight.

Finally e fairly conclusive conception developed: fimpingin; or trans

versing electron Tays, or even Tays of positive perticles which sre

stlll smeller then eloctroms, must bo changed in thefr minute struo-

ture by the comtrests in density end aTrangement of the virus, and

thus tie set-up of the cross section of an electron boas must b

clanged by a fleld of viruses in the same way os o light been s

chsased by the sjeclmen in a mlorosoops. Only, meens have to be

found to convergs or diverge the eleotron beas at will, siatlerly

to the effect of the glass lenses 1n opticw] micToscopes. Fowever,

by subjecting the electron beam to proper slectric or even sagnotic

flelds of force, arrenged concentrically around the beas, the electron

Foys sight be nfluenced to converge or Giverce fn the desired wayy e
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My prineipal knovledge of theory and practice of electrons
stoms fron myl08tingen 5oriod, vhere a large nusber of selentifie
experinsnta on the/sisetrons vere perforaed st that Hms. In tne
¢lectricsl laboratory there worked beside me my friendsal, Bark-
hausen nd . Busshewand ve sll were wspectally amazed at the

effects of magnet coils on the electronte phenomena in the Sraun
cathods ray tube, effects vhich had been discoversd and published
shortly before by Professors E. Riecke and E. Wiechertj both of

the GBttingen University. Ve younger people changed all possivle
conitions in sueh electron ey tubes and obssrved frequently the
arifhing of strange patterns over the lusinous soreen sppeering and
Q1sap;sartag at randon, wnd locking like mirages of somstiing ve
could not conwe1ve wf, or images of something we could not

1n epite of mueh discussion among-ourselves. Novadsys ve know that
these patterns must have been magnified electron images of the
minute contrasts of the cathode surfecs, but st that early date
nobody dared to think of such a fantastic sxplanation. Ve con-

centrated rather on the more tangible production and applisation of
a)£agad apot of the electron bean by astion of the magnetie coil,
s discovered by Riecke and Wiechert.
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1 asked tvo of my asslstants, Dr. 0. Berthold and Dr.

Steenbeck to set up in tielr laboratory an experiment in prineisle
in order %o prove the sorvactness of ay deduotions, partiowlarly
vith rosp
11ke & lena on eleotron raye. Although eraonatly asa
not belteve ta a1ifiy dotuctions at that time, they started to bula
 scdel. Hovever, some time later they reported that they ¢id not
susceed sinoe their device broke dovn befors making any test of the
Princiie 4ni that hence they had given > the satter in thatr 5.5.¥.
Laboratory. Yo fresh start v
one of the Slenens & Halske lsboratories hat built s smaileisotron

t to the imaging effect of an electrostatic field asting

attespted there. In the meantime,

aleroseope ascording to the lin

of ny r-tent aprlication.
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September 29, 1960
emeritus

ir, Theodore Hafner
1501 Broadway
New York 36, .Y, Fe: Slectron Mloroseope

Dear v, Hafpers

1 acknovledge recelipt of your lotters of Yy 27 and August 23
1960 whleh T could rot anewer at once, stnoe I have boen away from
hose during all of the cuamer monthe

1 appreciate your suggostion for an oral discussion of the
guostions concerning the electron alorosccpe. Actusily, thie would
have neant much nore to mo, 1f exprossed in years ago.

flowover, sluce I an leaving agaln very soon for many weeks
visiting ny children who 1ive in the west end south, 1 will communi-
cete With you for a moeting, ag eoon ae T shall retirn at the end
of lovember or the beginning of December,

1 an rearotting this new delay, but after so long an interval
1 should tatnk this will zot be of importance and I hope you will
understand 1t
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