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PREFACE

The discovery and widespread introduction of new, highly effective drugs was probably one of the most important transformative forces of the twentieth century, as it dramatically altered the way of life in all industrialized nations. Nevertheless, rational drug design, which would allow the development of effective new pharmaceutical agents with minimal side effects on as rational a basis as possible, is still an elusive goal. Unfortunately, our understanding of biological systems and their complexities is far from sufficient, and a few success stories of rational designs on the basis of the molecular mechanism of action overshadow the many more unexpected failures of projects that were also initiated on the basis of similarly plausible rationales. Contrary to the quite predictable and steady rate of development of technological and engineering fields, the efficiency and rate of new drug introductions has been steadily declining since the 1950s. There are several reasons for this, including the increasing regulatory burden, the expectation that any new drug will outperform all existing ones (many of which are highly effective), the unprecedented need for highly multidisciplinary approaches, the inability of the increasingly few and increasingly large organizations left in the pharmaceutical/biotechnology field to carry out truly innovative research, or the fact that many new technical developments ultimately failed to materialize in an increased NCE (new chemical entity) output. For example, an analysis of drugs launched in 2000 revealed that not only did combinatorial chemistry and high-throughput screening have no significant impact, but most of the new drugs launched were, in fact, derived by modification of known drug structures or published lead molecules. It has even been suggested that the new techniques may be generating bigger haystacks as opposed to more needles.

During the drug discovery and development process, the identified leads generally have to undergo structural optimization to improve their activity and specificity. Typically, this process is focused on increasing the pharmacological potency, while side effect and toxicity issues are ignored at this stage. Consequently, large numbers of promising new drug candidates have to be discarded later in the development process when unacceptable toxicity or unavoidable side effects are encountered. Because side effects are often closely related to the intrinsic receptor affinity responsible for the desired activity, and because metabolism often generates multiple new structures that can have quantitatively or qualitatively different types of biological activity (including enhanced toxicity), rational drug design processes need to address all these issues from the beginning and need to integrate them thoroughly. The focus should not be on increasing activity, but on increasing the therapeutic index (TI), which is usually defined as the ratio between the median toxic dose (TD50) and the median effective dose (ED50) and reflects activity, selectivity, and margin of safety.

To overcome these problems, metabolic and targeting considerations should be integrated into the drug discovery and development process from the very beginning. One needs to be aware of the fact that for any given drug, metabolic conversion can generate multiple metabolites that will have various activity and toxicity levels and that will be present at the different sites together with the original drug at varying concentrations. Hence, the overall activity and toxicity of any drug are, in fact, a combination of the intrinsic activity and toxicity of the original drug with those of all the metabolites created but not yet eliminated. The importance of drug metabolism in causing toxicity via reactive metabolites is finally being recognized, and structural alerts are being used increasingly in an attempt to minimize possible adverse drug reactions caused by reactive metabolites. However, just as activity considerations are built into the molecular structure of new drug candidates, the route of metabolic inactivation should also be built into the structure to avoid the formation of potentially toxic metabolites by design.

Here we describe general drug design and targeting approaches developed during the past 40 or so years that represent systematic methodologies that thoroughly integrate structure–activity and structure–metabolism relationships and are aimed to design safe, locally active compounds with an improved therapeutic index. They are integrated under the retrometabolic drug design and targeting concept, a terminology selected in analogy to E. J. Corey's well-known retrosynthetic concept used to design synthetic routes for complex natural products. Retrometabolic drug design approaches include two distinct methods aimed at designing soft drugs (SDs) and chemical delivery systems (CDSs), respectively. It is important to note that whereas both SDs and CDSs require designed-in enzymatic reactions to fulfill their drug targeting roles, they are at somewhat opposing ends of the spectrum: SDs are active as administered and are designed to be predictably metabolized by design into inactive species, while CDSs are inactive as administered and sequential enzymatic reactions provide the differential distribution and the ultimate release of the active drug. The first public exposure of some of these ideas took place in an IUPAC–IUPHAR Symposium in 1981 in Noordwijkerhout, The Netherlands. In a half-day open forum featuring two opposing ideas, one by the outstanding Dutch scientist E. J. Ariëns, who advocated the design of nonmetabolizable drugs, which can be called hard drugs, and the other by N. Bodor, who advocated the design of predictably and safely metabolizable drugs, which are now designated as soft drugs; the pros and cons were presented and discussed. While it became evident that it is virtually impossible to design drugs that do not metabolize at all (unless going to pharmacokinetic extremes), it was demonstrated that the second approach is quite general and that it indeed can lead to an improved therapeutic index. Subsequently, specific methods were developed for both the design of safe soft drugs and for the design of different organ-targeting chemical delivery systems. The application of these principles has already resulted in several Food and Drug Administration–approved marketed drugs.

In the present work, following a brief overview of the basic concepts of the mechanism of drug action as well as of the main phases of the drug discovery and development process, the general classes of soft drugs are presented with specific examples. In many cases, the relevant medicinal chemistry, pharmacokinetic, and pharmacodynamics aspects are discussed in detail. The most successful concepts are the inactive metabolite, soft analog, and active metabolite approaches. Subsequently, various CDS approaches are discussed, including those designed to provide brain targeting via a 1,4-dihydrotrigonelline [image: ] trigonelline (dihydropyridine [image: ] pyridinium) redox targetor system using a sequential metabolism approach as well as those designed to provide eye targeting via an oxime-type targetor. As a truly rational drug design system, the structural transformation rules needed to design metabolites and virtual soft drug libraries, respectively, are well defined and specific; therefore, the design process can to a large extent be computerized, and virtually any lead compound can be converted into a corresponding virtual soft drug library. To assist in the selection of the best candidates for synthesis and activity testing, the virtual structures can subsequently be ranked using molecular properties and metabolic rates predicted based on molecular descriptors calculated from the structure alone using semiempirical (e.g., AM1) quantum chemical methods.
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1

Introduction

1.1 NEW DRUGS AND MEDICAL PROGRESS

The tremendous medical progress of the twentieth century, which has probably surpassed the progress during the rest of human history combined, was driven primarily by the progress in drug research and discovery [1–4]. Introduction of effective new drugs can provide enormous therapeutic benefits, and sometimes can even create entirely new therapeutic fields. Whereas even the best physician can help only a very limited number of patients during an entire lifetime—probably a few thousands at best—a new drug may help millions and in some cases may even help establish an entirely new therapeutic area. In today's developed industrial societies, we have already became so accustomed to many medical treatments which were real breakthroughs at their introduction that it is difficult to imagine what life could have been like before their introduction. Some of the more important ones include (Figure 1.1), for example (shown with their year of introduction in the United States) [5, 6]:


	Morphine (1-1; ca.1806): the most abundant alkaloid in opium and a potent opiate analgesic isolated in the early nineteenth century and first marketed by Merck starting in 1827; still the gold standard analgesic used to relieve severe or agonizing pain and suffering

	Aspirin (1-2; ca.1899): prepared by Felix Hoffman and Arthur Eichengrün at Bayer in an attempt to find a salicylic acid derivative that causes less gastric irritation but maintains its anti-inflammatory properties;

	Arsphenamine (1-3; 1910): the first modern chemotherapeutic agent; also known as Salvarsan or 606; discovered by Sahachiro Hata and Paul Ehrlich in a rational and focused synthetic screening effort; used to treat syphilis and trypanosomiasis

	Insulin (1-4; 1922): the first lifesaving miracle drug; resulting from the work of Frederick Banting, Charles Best, John MacLeod, and others at the University of Toronto; completely altered the perspective of type 1 diabetes mellitus patients

	Sulfamidochrysoidine (1-5; ca.1935): the first effective sulfa drug (prontosil); resulting from the work of Gerhardt Domagk with azo dyes that became the first commercially available antibacterial and began the era of antimicrobial chemotherapy

	Penicillin (1-6; 1928–1948): the powerful antibacterial miracle drug; discovered accidentally by Alexander Fleming and then resurrected and produced in large quantities by Howard Florey and Boris Ernst Chain during World War II

	Methotrexate (1-7; 1950): a folic acid analog and a dihydrofolate reductase inhibitor; resulting from the work of Sidney Farber at Harvard Medical School, Yellapragada Subbarao at Lederle, and others; one of the earliest successful anticancer agents and the mainstay of leukemia chemotherapy

	Hydrocortisone (1-8; cortisol; 1952): a glucocorticoid steroid hormone synthesized by the adrenal glands that produces potent anti-inflammatory and immune-suppressive effects; discovered in the 1940s mainly by Philip Showalter Hench, Edward Calvin Kendall, and Tadeusz Reichstein during their work on hormones of the adrenal cortex

	Chlorpromazine (1-9; 1953): synthesized by Paul Charpentier at Laboratoires Rhône-Poulenc as part of a search for new antihistamines and promoted for psychiatric use mainly by Henri Laborit, so that the entire field of today's psychopharmacology was, in fact, built on the foundation of a poor antihistamine

	Norethindrone (1-10; 1960): the first orally highly active progestin; synthesized by Carl Djerassi, George Rosenkranz, and co-workers at Syntex; ushered in the era of oral contraception

	Diazepam (1-11; 1963): a follow-up benzodiazepine to chlordiazepoxide; synthesized by Leo Sternbach at Hoffmann–La Roche; became a widely used anxiolytic and a top-selling drug during the 1970s

	Fentanyl (1-12; 1968): a μ-opioid receptor agonist analgesic; synthesized by Paul Janssen; about two orders of magnitude more potent than morphine but of shorter duration of action

	Propranolol (1-13; 1968): an antihypertensive, antianginal, and antiarrhythmic β-blocker; developed by James W. Black at Imperial Chemical Industries, UK from the earlier β-adrenergic antagonists dichloroisoprenaline and pronethalol

	Cimetidine (1-14; 1979): an antiulcerative histamine H2-receptor antagonist; resulting from the work of James W. Black, C. Robin Ganellin, and others at Smith, Kline and French

	Cyclosporine (cyclosporin A, 1-15; 1983): a fungal metabolite; isolated at Sandoz while screening for antibiotics; revolutionalized organ transplantation when it turned out to be a potent immunosuppressant capable of preventing rejection

	Lovastatin (1-16; 1987): a fungal metabolite and the first of the statin class of drugs (HMG-CoA reductase inhibitor); discovered by Akira Endo and Masao Kuroda; received approval for the treatment of high cholesterol levels (hypercholesterolemia)

	Fluoxetine (1-17; 1987): a widely used specific serotonin reuptake inhibitor type of antidepressant; discovered by David Wong, Jong-Sir Horng, and others at Eli Lilly

	Sildenafil (1-18; 1998): a cGMP-specific phosphodiesterase type 5 inhibitor; developed at Pfizer originally for use in hypertension and angina pectoris, but now in wide use for erectile dysfunction

	Rituximab (1-19; 1997): a chimeric monoclonal antibody against CD20 (a B-cell marker); used in the treatment of many lymphomas and leukemias, in transplant rejection, and for some autoimmune disorders; one of the first successful biotechnology drugs




FIGURE 1.1 Some of the important drugs that provided significant therapeutic improvements at the time of their introduction (shown in approximate chronological order). For each drug, its year of U.S. market approval (or an equivalent estimate) and its main therapeutic category are also shown. During the twentieth century, these drugs completely altered the way of life in all industrialized nations.

[image: nc01f001.eps]


These structures, all shown in Figure 1.1, obviously represent a somewhat subjective selection. Nevertheless, as the result of these developments, many previously deadly infectious diseases, such as cholera, diphtheria, measles, pertussis, plague, scarlet fever, smallpox, tuberculosis, and typhoid fever, are now curable or avoidable. Even if there are still many serious diseases that represent a therapeutic challenge (e.g., Alzheimer's disease, cancer, influenza, multiple sclerosis, Parkinson's disease), many others were alleviated and are now manageable for the long term (e.g., asthma, diabetes mellitus, schizophrenia). The mortality associated with syphilis and other sexually transmittable diseases has also been eliminated and even AIDS has become a disease manageable for the long term. All this progress, achieved mostly within the last 100 years, is especially astonishing if we look at it in the light of W. C. Bowman's comment that “generally speaking, until really quite recently—well into the 20th century in fact—treatment by most available medicines was at best only marginally beneficial and at worst positively harmful” [7]. For a long period of human history, Voltaire (François-Marie Arouet, 1694–1778) was probably right when he noted that “doctors are men who prescribe medicines of which they know little, to cure diseases of which they know less, in human beings of whom they know nothing.” For example, substances that at some point have been used by doctors to treat illnesses include, among many others: snake skin, spider's web, crocodile dung, frog sperm, and eunuch fat, not to mention mercury and the sexual organs of a variety of animals. For a short period of time during the early twentieth century, Bayer, one of the earliest pharmaceutical companies, was proudly marketing aspirin (1-2) (acetylsalicylic acid—the acetylated derivative of salicylic acid that causes less digestive upset than pure salicylic acid, its active ingredient) together with diacetylmorphine synthesized on the basis of somewhat similar considerations as a safe alternative to morphine (1-1) and even coined the name heroin for it (see Figure 6–4) [6]. The same heroin, of course, is now well recognized as one of our most addictive and socially harmful substances [8], and Bayer quickly stopped marketing it when the problems became obvious.

Compared to most of the twentieth century, during the last few decades, progress in identifying true breakthrough drugs may have slowed for a number of possible reasons, which are discussed briefly later, such as increasing focus on safety and regulation, the increasing difficulty of finding new effective targets (i.e., the possibility that all the “low-hanging fruit” has already been picked), the need to outperform all existing drugs (many of which are highly effective), the pursuit of speculative unproven targets, the inherent inefficiency of the very large organizations that are left in the pharmaceutical industry, and others ([9, 10] and references therein). Nevertheless, new drug launches continue to contribute significantly to improving health care by increasing the quality of life as well as longevity. Life expectancy at birth has been rising continuously in both developed industrialized nations and in less developed regions (Figure 1.2A), due to increasing access to medication and to the introduction of new therapeutic agents. Obviously, it is difficult to estimate exactly how much newly introduced drugs, called new chemical entities, contribute to the continuous worldwide increase in average life expectancy, but according to an estimate on the basis of a complex algorithm, this contribution is close to about half of the total increase seen even since the late 1980s, despite no real lifesaving medical breakthroughs discovered since then (Figure 1.2B) [11]. Even if drugs sometimes seem very expensive, they can be quite cost-effective. An example quoted in a recent book on drug discovery is illustrative [12]: While still a new, proprietary compound, the cost per unit weight of omeprazole was around $200,000 a pound, roughly 500 times more than the corresponding cost of $400 a pound of an F-18 Hornet aircraft, not exactly a cheap technology itself. Even if the cumulative sales of this heartburn medicine were about $40 billion, a large cost at first sight, the use of this drug was estimated to result ultimately in savings to society of about $85 billion, because its use reduced by 75% the gastric surgeries resulting from gastric ulcer complications.


FIGURE 1.2 Life expectancy at birth is increasing continuously in both developed industrialized nations and in the less developed regions of the world (A). A good portion of this is estimated to be due to the introduction of new drugs, even after mid-1980 (B), despite no real breakthrough medical therapies discovered since then. (Prepared using data from [11].)
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1.2 THE CHALLENGE OF NEW DRUG DISCOVERY

Unfortunately, the discovery and development of a new chemical entity (NCE) that can reach the market as an effective new drug is a long, arduous, and expensive process. The odds of finding a new compound with the right combination of activity, selectivity, stability, and safety are very unfavorable, especially if one considers that the possible (or “allowable”) chemical space is incomprehensibly large [13]. Whereas the simplest living organisms can function with just a few hundreds of molecules (with less than 100 types accounting for nearly the entire molecular pool), and even human bodies might not contain more than a few thousand different types of small molecules at any given time [13], the chemically possible molecular structures represent a very large number. Even if we restrict ourselves to stable and reasonably small compounds (molecular mass <500) that contain only building blocks common in medicinal chemistry (C, H, N, O, S, P, F, Cl, and Br), the number of possibilities is astronomically high; it has been estimated to be around 1062 to 1063 [14]. Hence, accidentally hitting upon a right structure by a purely empirical trial-and-error process is highly unlikely, and performing the exhaustive syntheses and efficacy tests of all possible structures is completely impossible.

Medicinal chemistry, pharmacology, molecular biology, and related fields have certainly witnessed significant changes due to advances in the elucidation of the molecular–biochemical mechanisms of drug action and to other technical developments; nevertheless, rational drug design, which would allow the development of effective pharmaceutical agents with minimal side effects on as rational a basis as possible, is still an elusive goal. In fact, the situation seems to have worsened as a result of increasing regulation and the increased complexity of drug research, which has arguably hampered true innovation. There is increasing evidence for a slowdown as the number of NCEs launched per year has essentially stagnated around 15 to 25 per year since the mid-1960s, despite exponentially increasing research and development (R&D) expenditures (Figure 1.3) [10,15–21]. To understand the problems and to be able to discuss them in a meaningful manner, it is probably useful first to review the main basic concepts behind the mechanism of drug action and then the current drug discovery and drug development process in general, which we do in Chapter 2.


FIGURE 1.3 Number of small-molecule new chemical entities (NCEs) and biologics launched annually in the United States with FDA approval (heavy and light solid lines, respectively; scale on the left vertical axis) has been essentially stagnating since the mid-1960s, whereas research and development costs (shown here calculated per NCE launched in millions of U.S. dollars, dashed line; scale on the right vertical axis) grew exponentially. (Prepared based on data from [15,20,21].)
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2

Mechanism of Drug Action: Basic Concepts

According to our current understanding, the physiological effects generated by biologically active substances, including drugs, are a function of (1) the amount of active compound that actually reaches a receptor (or an effect compartment in general), which in a general picture can be an enzyme, an ion channel, a receptor protein, a nucleic acid (a gene sequence), or any other biological macromolecule, and (2) the strength of the interaction at this site (affinity) plus the relevance of the structural changes produced at this site (efficacy). A schematic summary of all the processes involved in a drug being able to exert its therapeutic effect is presented in Figure 2.1. In most cases, only a very small portion of the dose administered reaches the intended site of action (i.e., the receptor), which is ultimately responsible for the desired effect. Considerable fractions can be lost during sequential processes that involve, among others, dissolution, absorption, distribution, metabolism (which result in the formation of various metabolites Mk, including possible toxic intermediates In*), and excretion (ADME). Therefore, the therapeutic potential of a drug is a function of the various properties determining both the efficacy of the entire stimulus–response mechanism [1] and the overall ADME behavior. The four main phases required are usually categorized as follows (Figure 2.1) [2–4]: (1) the (bio)pharmaceutical phase, during which the drug has to get from its formulation into the biological system (e.g., for therapeutic purposes, into the patient); (2) the pharmacokinetic phase, during which the drug has to get to its site of action; (3) the pharmacodynamic phase, during which the required pharmacological effect is produced; and (4) the therapeutic phase, during which the pharmacological effect is translated into a therapeutic effect. There are many detailed and good reviews on the basic concepts of drug action, medicinal chemistry, and their implication on drug design and development [4–8], so these are covered here only to the extent of a brief overview, which is needed to understand the main concepts discussed later. We proceed in a sort of reverse order, starting with the receptor and proceeding backward.


FIGURE 2.1 Schematic summary showing the fate of drug molecules (D) during all the processes necessary to exert their final therapeutic effect following administration. In most cases, only a very small portion of the dose administered reaches the intended site of action (receptor), which is ultimately responsible for the beneficial therapeutic effect, as considerable fractions can be lost during sequential processes that involve, among others, dissolution, absorption, distribution, metabolism (which result in the formation of various metabolites Mk, including possible toxic intermediates In*), and excretion (ADME). The four main phases required are summarized in the text.
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2.1 PHARMACODYNAMIC PHASE: DRUG–RECEPTOR INTERACTIONS

2.1.1 The Receptor Concept and Receptor Types

The receptor concept, which was heralded by the work of Langley [9,10] and elaborated by Ehrlich (corpora non agunt nisi fixata) [11–13] toward the end of the nineteenth century [14], followed by the quantitative work of Clark [15,16], lies at the core of today's pharmacology and mechanism of drug action theory. A receptor has to bind a ligand and must transduce this into some type of functional response. Typically, a receptor has to show structural specificity in binding its (natural) ligand (including stereospecific binding), and the binding should be saturable and limited. The pharmacological receptors, which are of obvious interest in characterizing drug action, are typically classified into four main classes [17]; from fast to slow mode of action, they are:


	Ligand-gated ion channels (ionotropic receptors), which are involved primarily in fast synaptic transmissions so that ligand binding and channel opening occur on a millisecond time scale. There are several structural families, but most commonly they are heteromeric assemblies of four or five subunits with transmembrane helices arranged around a central aqueous channel. Some well-known examples include the nicotinic acetylcholine receptor, the γ-aminobutyric acid (GABA) type A (GABAA) receptor, and the 5-hydroxytryptamine type 3 (5-HT3) receptor.

	G-protein-coupled receptors (GPCRs; metabotropic receptors), which comprise seven membrane-spanning α-helices and are often linked as dimeric structures. One of their intracellular loops is larger than the others, and this interacts with the G-protein, which is a membrane protein comprising three subunits (α, β, and γ). When this trimer binds to an agonist-occupied receptor, the α subunit dissociates and activates an effector (e.g., a membrane enzyme or an ion channel); in some cases, the βγ subunit can also mediate activity. There are, in fact, several G-protein types that interact with different receptors and control different effectors. G-protein-coupled receptors operate on a time scale of seconds, and they are one of the most common targets of existing drugs. Well-known examples include the muscarinic acetylcholine receptors, the adrenoceptors, and several others.

	Kinase-linked receptors, which tend to share a common architecture with a large extracellular ligand-binding domain connected to the intracellular domain via a single membrane-spanning helix. Signal transduction generally involves dimerization of receptors, followed by autophosphorylation of tyrosine residues. Receptors for various growth factors incorporate tyrosine kinase in their intracellular domain, whereas cytokine receptors have an intracellular domain that binds and activates cytosolic kinases when the receptor is occupied. Kinase-linked receptors are typically involved in events controlling the growth and differentiation of cells, and act indirectly by regulating gene transcription; hence, they tend to operate on a time scale of minutes to hours. They mediate the actions of various cytokines, growth factors, and hormones, two important pathways being the Ras/Raf/mitogen-activated protein (MAP) kinase pathway, which is important in cell division, growth, and differentiation, and the Jak/Stat pathway, which controls the synthesis and release of many inflammatory mediators.

	Nuclear receptors, which are a family of soluble receptors sensitive to lipid and hormonal signals and modulating gene transcription. There are two main categories: one whose members are present in the cytoplasm, form homodimers in the presence of their partner, and migrate to the nucleus, with their ligand mainly being endocrine in nature (e.g., steroid hormones), and one whose members are generally constitutively present in the nucleus and form heterodimers with the retinoid X receptor, their ligand usually being lipids (e.g., fatty acids). The liganded receptor complexes initiate changes in gene transcription by binding to hormone response elements in gene promoters and recruiting coactivator or corepressor factors; hence, they operate on time scales of hours to days.



Receptors are a main target for drug action, but they are not the only possible target. According to our current knowledge, the protein targets for drug action (in mammalian cells) can be broadly divided into four classes: receptors, ion channels, enzymes, and transporters (carrier molecules) [17,18]. Ion channels can be ligand-gated ion channels (ionotropic receptors), which incorporate a receptor and open only when the receptor is occupied by an agonist (as discussed above), or others, such as voltage-gated ion channels, which are gated by different mechanisms.

2.1.2 Ligand–Receptor Binding

To be able to exert any effect at a given receptor: first, any ligand has to be able to bind there in a sufficiently potent and specific manner. Typical ligands of pharmacological interest bind in a reversible fashion; we will not discuss irreversible (e.g., covalent) bindings. The strength of the interaction between a ligand and its receptor is typically characterized via the corresponding equilibrium binding constant, K.

Binding Affinity and Binding Constant

For the simplest case of a reversible bimolecular association of two combining molecules (ligand L and receptor R) into a ligand–receptor complex (LR), the classical mass-action law can be written for the concentrations (just as for any bimolecular chemical reaction [19]):

(2.1) [image: Numbered Display Equation] 

Concentrations are denoted by brackets and k1 and k-1 are rate constants. Here, at first, we also assume that any occupied receptor is also active, that is, it generates an effect as denoted by the corresponding arrow in eq. (2.1). At equilibrium (steady state), the rate of association, which equals the rate of forward reaction, d[L]/dt = k1[L][R], and the rate of dissociation, which equals the rate of backward reaction, d[LR]/dt = k–1[LR], are equal. Then the dissociation binding constant (Kd) can be written as

(2.2) [image: Numbered Display Equation] 

It is standard convention to use the equilibrium dissociation binding constant (Kd) instead of its reciprocal, the association constant (Ka), as it is more intuitive and convenient, mainly because it is measured in units of concentration, usually molarity (M). Accordingly, a lower value of Kd indicates higher binding affinity (i.e., higher [LR] values corresponding to more receptors occupied). Most existing drugs are quite potent, having affinities in the nanomolar range (median value: ca. 20 nM) (Figure 2.2) [20]. This is needed to be able to compete with the naturally present ligand(s), to have adequate specificity for the intended target, and to avoid the need for high doses. Hence, activities in the nanomolar (nM) range, or at least in the low micromolar (μM) range, are needed for a compound to be considered as having the potential to become a therapeutically useful drug.


FIGURE 2.2 Histogram (frequency distribution) of the potency of marketed small-molecule drugs. Binding-affinity-related endpoints for all drug–efficacy target pairs identified were used (including all IC50, EC50, ED50, Ki, Kd, and pA2 type data) and are shown here on a log affinity scale (potency decreases from left to right; data after [20]).
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The binding constant K is related to the Gibbs free-energy change (ΔG) of the reaction via the well-known thermodynamic equation (where T is the absolute temperature and R is the universal gas constant, R = kBNA = 8.314 J/K·mol):

(2.3) [image: Numbered Display Equation] 

For illustration, this means that at physiological conditions (T = 310 K), a drug binding with 1 nM affinity requires a free energy of −5.94 log10Kd = 53.4 kJ/mol (12.8 kcal/mol) to dissociate from the receptor. For comparison, the average molecular kinetic energy at this temperature is [image: ]RT = 3.7 kJ/mol. Equation (2.3) also means that a 10-fold change in binding affinity (i.e., a 10-fold change in Kd) requires a change of 5.94 kJ/mol in the binding free energy.

TABLE 2-1 Main Ligand–Receptor Interactions with Their Characteristic Energies (Estimated at Typical Bond Lengths) and Distance Dependencies

[image: ]

Binding Energy and Binding Site

The energy needed to bind a ligand to its (protein) receptor comes from the ligand–receptor interactions generated at the binding site. For typical drugs, these involve ionic interactions, ion–dipole interactions, dipole–dipole interactions, charge-transfer interactions, van der Waals (induced dipole–induced dipole, dispersion, or London) interactions, and hydrogen bonds. The total energy results from the combination of all the interactions present; typically, several have to be present simultaneously to provide sufficient affinity. For quick reference, a brief summary of the corresponding energies and distance dependencies is included in Table 2.1 Of course, the structural elements participating in these interactions are not independent of each other, and accurate calculations of total energies and the corresponding conformations would require quantum mechanical calculations that account for all the electrons and nuclei in the system. Accurately solving the corresponding Schrödinger equation is, however, essentially impossible, and various approximations are used. For most drug molecules, quite accurate molecular orbital calculations can be carried out; in these, the molecular orbitals used as electron wavefunctions are represented as linear combinations of atomic orbitals (LCAOs), ϕn = Σi cniχi, typically using Slater- or Gaussian-type atomic orbitals [19,21]. Ab initio methods explicitly consider all electrons of the (drug) molecule and are therefore computation intensive and time consuming. Semiempirical methods employ various approximations and simplifying assumptions; they can provide very accurate predictions and have been used quite widely in the past two to three decades, including early methods such as CNDO (complete neglect of differential overlap), INDO (intermediate neglect of differential overlap), or MNDO (minimum neglect of differential overlap) [22] as well as more recent variations such as AM1 (Austin model 1) [23] and PM3 [24]. Molecular mechanics methods represent a further and very significant step in simplification; they follow classical and not quantum mechanics. They do not consider electrons explicitly at all, and they estimate the energy of the system by using force fields. For example, the energetic terms V used to calculate the free energy of binding by AutoDock [25], one of the more popular molecular mechanics type of docking programs used to predict the interaction of ligands with biomacromolecular targets, include the following terms to account for dispersion–repulsion, hydrogen bonding, electrostatics, and desolvation [25,26] (cf. the terms in Table 2-1):

(2.4) [image: Numbered Display Equation] 

Despite considerable progress, reliable prediction of binding energies without any experimental output is still not possible [27], mainly because it is a difficult problem due to the multitude of forces involved, the large number of degrees of freedom (flexibility of ligand and receptor), and the presence of solvent (e.g., water) molecules.

Steric Requirements: Binding Site, Chirality, and (Bio)isosterism

To achieve adequate binding energy and hence adequate binding affinity, typically several interactions have to be present simultaneously at the binding site. This requires specific three-dimensional arrangements: The key has to fit the lock. Receptors recognize their specific ligands on the basis of the complementarity of the three-dimensional structure of the ligand and a binding pocket on the macromolecular target, which ensures the necessary specificity required for physiological function. It is not entirely accidental that traditional drug targets (e.g., GPCRs, ion channels, enzymes) are typically those that have a preformed cavity or cleft for binding their natural (relatively small) ligand(s) with good affinity and specificity. These binding sites allow the focusing of multiple binding interactions (hydrogen bonds, ionic, or polar interactions) in a relatively small volume. This can than also be exploited for drug design purposes to obtain efficient ligand binding (i.e., a large binding energy/ligand volume ratio) as well as adequate specificity for the target of interest. Most existing drugs were found to target a single binding pocket with an average occupied volume of about 300 Å3 [28].

The need for several simultaneous interactions is also why chirality (stereospecificity) and conformational flexibility/rigidity could be important factors determining ligand activity. For example, the introduction (or the loss) of an additional hydrogen bond of even relatively low energy (6 kJ/mol) will increase (or decrease) the affinity about 10-fold. Optical isomers, chemically identical compounds with structures that are nonsuperimposable mirror images, can have very different activities, as their functional groups have different steric (spatial) arrangements and might not be able to participate in all important interactions in the same way at the same time. Some receptors (e.g., opioid, nicotinic, muscarinic) show marked stereoselectivity, and the optical isomer of an active chiral ligand is essentially inactive. The relevance of chirality is also well illustrated by the fact that the S(+) and R(−) isomers of carvone create a caraway and a spearmint odor, respectively. Along with similar considerations, restricting the conformation of the ligand to the correct configuration that matches the binding site is expected to increase binding compared to a flexible ligand, as binding results in a smaller entropy loss. Finally, it is also important to remember that receptor proteins are flexible structures in constant motion between different states of similar energies; hence, binding site shape and size are, at least to some extent, determined by the ligand. The fit is dynamic and not static, that is, more hand-in-glove than lock-in-key.

Binding and activation are unlikely to be related specifically to a single chemical structure; compounds with sufficiently similar steric and electronic properties should be able to generate the same response (or at least a very similar response). During any drug design and development process, some exploration of structure–activity relationships is always performed to establish the structural features that are essential for activity as well as those where some variability is possible without significant loss in activity. The abstract concept of the minimum ensemble of steric and electronic features needed for binding and activation (or blocking) of a specific biological target (receptor), that is, the largest common denominator shared by a set of active molecules, is referred to as the pharmacophore [29]. A related important concept is that of isosterism or bioisosterism, which is frequently exploited for drug design purposes [30]. Classical isosters are atoms, ions, or molecules in which the peripheral layers of electrons can be considered as identical, a definition introduced in the 1930s by Erlenmeyer [31]. Nonclassical bioisosters do not have the same number of atoms and do not fit the steric and electronic rules of classical isosters, but produce similar biological activity – a definition introduced by Friedman [32]. Reviews of common bioisosters can be found in several references [5,6,30,33]. Certain bioisosteric replacements are particularly relevant for the purposes of retrometabolic drug design and are discussed in more detail later.

2.1.3 Receptor Occupancy and Activation

For practical reasons, the quantification of receptor binding or activity is usually done using simple empirical measures such as:


	EC50, ED50: the median excitatory (or effective) concentration, which is the dose or concentration of an agonist that produces a response in 50% of subjects tested or achieves 50% of maximum activity

	IC50, ID50: the median inhibitory concentration or dose, which is the dose or concentration of an antagonist that achieves 50% of inhibition of biological activity (or maximal binding)

	LD50 or TD50: the median lethal or toxic dose, which is the dose or concentration of a compound needed to achieve 50% mortality in test organisms



Closely related to these measures and their connection to the (microscopic) binding constant (Kd), the quantitative characterization of receptor occupancy and activation (i.e., the functional connection between the ligand concentration and the effect produced) is an important issue. A very brief review is included here to allow for a meaningful discussion in later chapters; many good, detailed reviews are available in the literature [1,34,35].

Clark (Hill–Langmuir) Equation

The simplest approximation is to assume that the biological effect E produced by some receptor is proportional to the number (concentration) of receptors occupied, E = α[LR], as denoted in eq. (2.1). As the number of total receptors is limited, the effect is saturable and reaches a maximum when all receptors are occupied, Emax = α[Rtot]. Hence, with this assumption, the fraction of the effect produced is the same as the fraction of receptors occupied, and by using the definition of Kd [eq. (2.2)], it can be connected directly to the ligand concentration [L]:

(2.5) [image: Numbered Display Equation] 

This corresponds to the well-known Hill–Langmuir or Clark equation [15,16]:

(2.6) [image: Numbered Display Equation] 

It is usually assumed that the ligand (drug) is present in sufficient excess so that the amount bound is negligible compared to the total amount present, [LR] ≪ [Ltot]; hence, one can consider the free ligand (drug) concentration as being the same as the total ligand concentration, [L] ≈ [Ltot]. From eq. (2.6) it is also obvious that Kd is the ligand concentration that produces half of the maximal effect: E = Emax/2 at [L] = Kd. Graphically, the response is most often represented not as a function of ligand concentration, E = [image: ]([L]), but as a function of log concentration, E = [image: ](log[L]), resulting in the well-known sigmoid response function, which has an inflection point at [L] = Kd (Figure 2.3). This simple equation can be applied for most commonly encountered receptor responses and is widely used in pharmacology. In some cases a more general form, the Hill equation, is used, with one additional parameter, nH, called the Hill slope, an equation that can account for positive (nH > 1) or negative (nH < 1) cooperativity:


FIGURE 2.3 Typical agonist response described by the sigmoid curve corresponding to the Clark equation [eq. (2.6)] in a semilogarithmic plot as used here (solid line) and the effect of (pure) competitive (orthosteric) and noncompetive (allosteric) agonists (dashed and dashed–dotted lines, respectively).
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This function introduced by A. V. Hill early in the twentieth century [36,37] provides a versatile mathematical function and is often used in pharmacological [38] or other applications (e.g., [39]). The Clark equation [eq. (2.6)] as well as the analogous Michaelis–Menten equation [see eq. (2.22)] [40] used in enzyme kinetics represent a special case (nH = 1) of the Hill equation.

Competitive and Noncompetitive Antagonism

In the presence of an antagonist, the response produced by the agonist is diminished. In general, various antagonism mechanisms are possible; among those involving the receptor, competitive (orthosteric) and noncompetitive (allosteric) are the two main mechanisms of interest. Competitive antagonists bind at (compete for) the same site as the agonist, which can be envisioned schematically as having an inhibitor–receptor complex (IR), whose formation competes with that of the ligand–receptor complex [LR of eq. (2.1)]. Such antagonists produce an apparent decrease in the affinity of the agonist (right shift; Figure 2.3), characterized by the Gaddum equation, which is similar to the Clark equation but with an apparent increased Kd (depending on the concentration of the inhibitor present [I] and its binding constant Ki):
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Contrary to these, noncompetitive antagonists do not bind at (compete for) the same site as the agonists. They bind at some different (allosteric) site and modulate the effect of agonist via this binding. Consequently, their effect is not surmountable (i.e., it cannot be overcome by increasing the concentration of the agonist), and they do not cause a right shift but, instead, an apparent diminished maximum response (Figure 2.3). A possible simple model is to assume that the inhibitor I bounds to a separate site of the receptor so that in addition to the ligand–receptor complex (LR) of eq. (2.1), IR and ILR complexes can also form, which, however, are nonfunctional and do not produce the (desired) effect E. The resulting equation for the effect indeed reveals a diminished maximum response as a function of the inhibitor concentration [I], and this is also illustrated in Figure 2.3:

(2.9) [image: Numbered Display Equation] 

As a final note on this subject, we should mention the Cheng–Prusoff equation [41] to illustrate a connection between the binding constants Kd used in these quantitative models [eqs. (2.6 to 2.9)] and other typical efficacy measures, such as those mentioned earlier (EC50, IC50, etc.). The Cheng-Prusoff equation applies to the case of the often-employed competitive binding assay, in which displacement of a known radio- or otherwise labeled ligand (i.e., L* with a known Kd*) is used to measure the (inhibitory) binding constant Ki of an unlabeled compound (I), by measuring IC50, the [I] concentration causing 50% displacement of the labeled ligand L*. From the measured IC50, the corresponding binding constant of the inhibitor is obtained via the Cheng–Prusoff equation:

(2.10) [image: Numbered Display Equation] 

In other words, the IC50 measured does not correspond exactly to Ki, as it is also influenced by the particular experimental conditions used ([L*], Kd*). However, in most cases it is a good estimate, as typical assay conditions require the use of ligand concentrations in the range of its binding constant (Kd*) so that the [L*]/Kd* ratio in the denominator is a relatively small number. Obviously, if sufficiently low ligand concentrations are used in the assay ([L*] ≪ Kd*), the IC50 obtained corresponds directly with the value of Ki.

Ligand Efficacy (and Ligand Affinity)

Receptor occupancy theory, as discussed until now, is the simplest approximation—it cannot account for partial agonists, desensitization, and other phenomena; hence, in many cases, more complex models are needed. In addition to occupancy resulting from binding (affinity), some measure is needed for the ability of the ligand to induce a response at the receptor. The simplest useful model is the del Castillo–Katz model, which corresponds to a minimal “two-state theory” in which occupied and active receptor states no longer fully correspond [cf. eq. (2.1)]:
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This assumption results in an effect function somewhat similar to the simple Clark equation [eq. (2.6)], but one that also allows for both affinity (via Kd as discussed above) and efficacy (via Kɛ, the equilibrium constant for the activation of receptor with a bound ligand) [1,34,35]:
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Most current quantitative pharmacological models assume a version along these lines, with many more complex variations to allow for constitutive activity and other effects [1,34].

2.2 PHARMACOKINETIC PHASE: ADME

As noted earlier, before even reaching their intended target, drug molecules have to undergo and/or survive a series of sequential processes involving, among others, absorption, distribution, metabolism, and excretion (ADME) (Figure 2.1). Their ability to do so is an important element determining the (therapeutic) effect they can ultimately produce. Hence, the physicochemical properties influencing their ADME behavior play an important overall role, irrespective of the structural elements needed to produce a response in the pharmacodynamic phase discussed above.

2.2.1 Drug Absorption and Distribution

Following absorption, drugs undergo transport by convection (e.g., by flow in the bloodstream) and by diffusion (for the remaining shorter distances). To a good extent, the body can be considered as a series of interconnected well-stirred compartments in which the drug concentration is uniform, that are separated by diffusion barriers. The distribution of a particular drug (i.e., where and for how long it will be present) is determined by its ability to move between these compartments, which generally involves the penetration of nonaqueous diffusion barriers. Therefore, to reach their target, in general, drugs have to be able to traverse cellular barriers, including the gastrointestinal mucosa, the blood–brain barrier, the cell membrane (for intracellular targets), and others. Crossing of the cell membranes is usually done via passive diffusion (either directly through the lipid or via the aqueous pores that might be present) or by some carrier-mediated transfer. For most drugs, diffusion through the lipid is the most important mechanism, and their ability to do so is determined primarily by their lipid solubility (lipophilicity).

Lipophilicity and Its Role

Lipophilicity (“fat loving”) as a property characterizes the ability of a chemical compound to dissolve in fats, oils, lipids, and nonpolar solvents in general, and it is often used interchangeably with hydrophobicity (“water fearing”) as they indeed tend to correlate closely for most organic compounds. As “like dissolves like” is a useful rule of thumb, polar compounds tend to be water soluble (i.e., hydrophilic), whereas nonpolar compounds tend to be lipid soluble (i.e., lipophilic). Polar compounds are unable to cross the cell membrane via passive diffusion; hence, nonpolar (lipophilic) compounds tend to be much better at reaching the body compartment where their target is located. Accordingly, the log n-octanol/water partition coefficient (log Po/w), a widely used measure of lipophilicity and hydrophobicity, represents one of the most informative physicochemical parameters available to medicinal or environmental chemists. It is defined (for dilute solutions) as the molar concentration ratio of a single species (D) between two phases at equilibrium:
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Here we denote the partition coefficient as P, a notation usually favored by medicinal and pharmaceutical chemists. Environmental and toxicological chemists tend to prefer log K (log Ko/w for octanol/water), a reminder of the fact that this is, after all, an equilibrium constant. Usually, logarithms (log P) are employed because of the wide range to be covered, often close to 8 to 10 orders of magnitude, and because of the theoretical justification of linear free-energy relationships resulting from the fact that, in thermodynamics, P(K) can be considered a free-energy function [in the sense of eq. (2.3)]. Selection of the octanol/water system as the reference is usually rationalized as modeling the partition between aqueous and biophases [42,43]. Octanol, with a polar head and a flexible, nonpolar tail, has hydrogen-bonding capabilities and amphiphilicity characteristics similar to those of the phospholipids and proteins found in biological membranes. Since life as we know it is water based, the physiological roles that molecules can play are closely related to their ability to solvate into or partition from water in general; hence, lipophilicity and related physicochemical properties such as partition coefficients clearly play important roles.

Interest in this partition coefficient (log Po/w) began around 1960, due to impressive work by Hansch and co-workers [42,44–47]. However, the concept had been developed and the first physicochemical studies had been performed almost 100 years earlier in the 1870s by Berthelot [48–50] and later by Nernst [51]. A historical review of many of these early concepts back to the alchemist experience (corpora non agunt nisi soluta) can be found in the work of Arrhenius [52]. Further details on lipophilicity and log Po/w have been reviewed earlier [53] and are discussed here later in the context of retrometabolic drug design and brain targeting.

Ionization and Its Role

The overwhelming majority of drugs are ionizable; they are either weak acids or weak bases that are in various states of ionization, depending on the pH of the surrounding media. Most drugs are basic (about 75%), some are acidic (about 20%), and only very few are nonionizable (ca. 5%) [54]. The reason for this is that drug transport has to be a compromise between the increased (aqueous) solubility of the ionized form and the increased permeability of the nonionized (nonpolar) form through the lipid bilayer of cell membranes (for a weak acid, the neutral form is protonated; for a weak base, the neutral form is unprotonated). The ionization ability is described quantitatively and the amount of ionized species is calculated via the acid constant Ka and the Henderson–Hasselbalch equation.

For an acid (proton donor), the equilibrium can be described as a reversible bimolecular reaction [similar to eq. (2.1)], HA [image: ] A– + H+, so that the acidity constant Ka is defined in a manner similar to the binding constant Kd [eq. (2.2)]:
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From here, with the usual definition of pH as the negative logarithm of hydrogen-ion concentration, pH = −log [H+] (= −log[H3O+] in aqueous media), the Henderson–Hasselbalch equation giving the ratio of unprotonated to protonated form for an acid is easily obtained:
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This means that, for example, warfarin, a weak acid (pKa 5.0), is mostly ionized (unprotonated) at physiologic pH (pH 7.4); the ratio of protonated to unprotonated form is approximately 1/251 (105.0–7.4). Similar but slightly different equations apply for bases.

For a base (proton acceptor), the equilibrium can be described as, HB+ [image: ] B + H+, so that the acidity constant Ka is defined as:
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and the corresponding Henderson–Hasselbalch equation giving the ratio of unprotonated to protonated form for a base becomes

(2.17) [image: Numbered Display Equation] 

Because polar compounds are usually unable to cross cell membranes, in general only the uncharged species can diffuse across lipid membranes in significant amounts. Therefore, ionization gives rise to a phenomenon known as pH partition: Weak acids tend to accumulate in more basic compartments (relatively high pH, where they are more ionized), whereas weak bases tend to accumulate in more acidic compartments (relatively low pH, where they are more ionized). As another (related) consequence, acids are better absorbed from an acidic stomach where the proportion of the nonionized form capable of crossing the membrane barrier is higher; bases are better absorbed from the more basic intestines (pH 6.0 to 8.3).

2.2.2 Drug Metabolism and Excretion

Drug Elimination Mechanisms

Once absorbed, drugs are subject to elimination via two main processes, metabolism and excretions (Figure 2.4). Metabolism involves enzymatic conversion into a different chemical entity within the body; excretion is the elimination of the unchanged drug (or its formed metabolites). Most drugs are cleared from the body via the kidneys into the urine—either unchanged (if sufficiently polar) or as a polar metabolite. Some drugs are excreted via the liver into the bile, and some volatile compounds are also eliminated via the lungs. Most drugs cross the glomerular filter freely (unless they are highly bound to plasma proteins); however, lipophilic compounds are passively reabsorbed by diffusion across the tubule, so that they are not excreted efficiently in the urine. Because of the above-mentioned pH partition, weak acids tend to be excreted more rapidly in alkaline urine, and weak bases tend to be excreted more rapidly in acidic urine. It is also important to remember that renal excretion can be considerably impaired in elderly persons and patients with renal disease, and this can result in severe toxicity for several important drugs that are removed primarily by this route.


FIGURE 2.4 Clearance mechanism of the top 200 drugs prescribed in the United States in 2002 and the enzymes involved in their metabolism (data after [56]). Individual pie charts are (counterclockwise from top left): listed clearance mechanisms (from http://www.rxlist.com); listed enzymes contributing to clearance for metabolized drugs; proportion of UDP–glucuronosyltransferase (UGT) substrates in the top 200 metabolized by each member of that subfamily listed; and the proportion of cytochrome P450 (CYP) substrates in the top 200 metabolized by each member of that subfamily listed.
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Metabolic Biotransformation

Metabolism is a result of the complex detoxification mechanisms evolved in general for xenobiotics. Not surprisingly, most critical metabolic pathways are mediated by oxygenases, since as A. Albert has noted: “An organism's normal reaction to a foreign substance is to burn it up as food” [55]. The cytochrome P450 (CYP) superfamily is a large and diverse group of enzymes that is involved in the oxidation of many organic substances, including most drugs (Figure 2.4). For drugs cleared via metabolism, about 75% are metabolized by CYP enzymes, primarily CYP3A (46% of all CYP-mediated metabolism), CYP2C9 (16%), CYP2C19 (12%), CYP2D6 (12%), and CYP1A (9%) [56,57]. The cytochrome P450 name for these enzymes comes from their cellular location (cyto) and spectrophotometric characteristics (chrome 450, as they tend to absorb light at wavelengths near 450 nm when the reduced iron from their heme cofactor forms an adduct with carbon monoxide).

As just discussed, most drugs have to be able to cross through biological membranes to exert their action; therefore, they tend to be quite lipophilic, which, however, also makes them not particularly good substrates to renal excretion since they can be reabsorbed from the renal tubules after glomerular filtration. Metabolites formed by biotransformations are in general less lipophilic (more hydrophilic) than their parent structure, to allow for their excretion by the kidneys. In general agreement with all these facts, metabolism tends to be more important for lipid-soluble drugs than for polar drugs. Most biotransformation reactions take place in the liver (hepatic metabolism), but biotransformation can also occur in the intestinal mucosa, lungs, kidneys, skin, placenta, and plasma. First-pass metabolism (i.e., presystemic metabolism in the liver or gut wall before the drug reaches the systemic circulation) can reduce the bioavailability of certain drugs considerably when they are administered by mouth. Metabolic processes usually inactivate a drug D, but in some cases, active or toxic metabolites (Mk, In*; Figure 2.1) can be generated, as discussed in detail later. It is also important to remember that since these various metabolites can be present in the body simultaneously with the original drug (Figure 2.1), sometimes quite complex situations are created and the overall activity (as well as toxicity) observed is that of all these compounds together [see eq. (2.25)].

Drug Metabolism: Phase I and II Reactions

Metabolic processes are classified as involving phase I reactions, which are catabolic processes designed to break down the molecules and release energy (e.g., oxidation, reduction, hydrolysis) and phase II reactions, which are anabolic processes designed to build up molecules from smaller units (e.g., conjugation). Phase I reactions, which involve oxidation, reduction, and hydrolysis, usually form more chemically reactive products, which can be pharmacologically active, toxic, or carcinogenic. They often involve a monooxygenase system in which cytochrome P450 plays a key role; in fact, about 90% of phase I metabolism is mediated by these enzymes [58]. Most typical pathways are as follows: oxidations, such as aliphatic or aromatic hydroxylation, epoxidation, N-oxidations, S-oxidation, oxidative dealkylations (N-, O-, or S-dealkylations), and others; reductions, such as carbonyl, nitro, or azo reductions; and hydrolyses, such as ester or amide hydrolysis (Figure 2.5). Phase II reactions involve conjugation (e.g., glucuronidation) of a reactive group, which in many cases has been inserted during a preceding phase I reaction, and usually lead to inactive and polar products that are readily excreted. Typical phase II reactions include glucuronic acid conjugation (i.e., O-, N-, or S-glucuronidations), acetyl conjugation (acetylation), glutathione conjugation, water conjugation, and others. Some conjugated products are excreted via the bile, are reactivated in the intestine, and are then reabsorbed (“enterohepatic recirculation”).


FIGURE 2.5 Some representative phase I metabolic reactions occurring most commonly for typical drug structures.
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A graphical summary of the clearance mechanism of top 200 drugs prescribed in the United States and the enzymes involved in their metabolism [56] is shown in Figure 2.4. Obviously, this illustration focuses only on the main elimination and metabolic pathways; drugs may be metabolized by two or more of these pathways. Notably, two pathways, CYP3A4/5 and UGT, are involved in the metabolism of more than 75% of drugs in use [59]. Several P450 enzymes have relatively limited capacity, and many of them are subject to inhibition or induction by different substances. This can give rise to severe drug–drug interactions where hepatic drug metabolism is either accelerated or inhibited altering the rate of metabolism significantly and hence the amount of drug circulating.

2.2.3 Basic Pharmacokinetic Concepts

All these ADME processes result in continuously changing drug concentrations in the various compartments of the body; the quantitative characterization of this is the subject of pharmacokinetics (PK). Accordingly, pharmacokinetics is concerned with the description of the time course of drug concentration in the body (what the body does to the drug) in contrast to pharmacodynamics (PD), which, as discussed above, is concerned with the concentration–effect relationship (what the drug does to the body). PK is critical to the characterization and understanding of the time course of drug action and when calculating dosing regimens. During the drug design and development phase, PK characterization is also important in selecting the most suitable drug candidate and in optimizing its formulation.

There are two fundamental physiologically based PK parameters—clearance and volume of distribution—and another frequently used important one, the elimination half-life, t1/2 (or the closely related elimination rate constant, kel). A typical plasma concentration–time profile obtained for an orally administered drug is shown in Figure 2.6 together with commonly used PK characteristics such as the maximum concentration Cmax, the time to maximum concentration, tmax, and the area under the concentration curve, AUC0-t. AUC is a measure of drug exposure and represents the integral of the concentration vs. time, AUC = ∫C(t)dt [usually estimated from experimental data using the trapezoidal rule, AUC0-t = Σ(Ci+1 + Ci) (ti+1 – ti)/2].


FIGURE 2.6 Typical concentration–time PK profile for an orally administered drug following first-order absorption/first-order elimination kinetics (heavy line; described by a typical two-exponential function) together with a corresponding profile following i.v. administration (light line).
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Clearance and Volume of Distribution

The clearance, CL, is defined as the volume of blood (irreversibly) cleared of drug per unit time; hence, it is measured in units of volume per time (e.g., L/h, mL/min). In general, the drug is rarely fully removed from the blood as it passes through the liver; therefore, for example, a CL rate of 60 L/h in humans, where the typical liver blood flow is QL = 90 L/h, means that two-thirds (60/90) of the drug entering the liver in the blood is removed. CL determines the rate of drug elimination at a given concentration C: rate of elimination = CL × C. Therefore, it determines the maintenance dose at steady state (where elimination equals the input rate): maintenance dose rate [mg/h] = CL [L/h] × Css [mg/L] (a representative set of units of measurements is included in brackets for illustration only). It also determines AUC for a given dose D: AUC [mg/L · h] = D [mg] / CL [L/h].

The volume of distribution, Vd, relates the total amount of drug in the body to its concentration in plasma: Vd=D/C. Vd is a useful concept, but it is not a “real” volume because drugs are not distributed uniformly within the body—they can partition away from the plasma to other tissues. Consequently, for some drugs, Vd can be much higher than the total volume of plasma (ca. 3 L in humans) or even the total volume of body (e.g., Vd is 150 L for quinidine or 2100 L for imipramine). The volume of distribution determines the loading dose needed to reach a target concentration, Dloading [mg] = Vd [L] × Ctarget [mg/L].

Elimination Half-Life

As indicated by its name, the half-life denotes the time required for the plasma concentration (or drug amount) to decrease by half. The concept of a half-life is valid only for exponential elimination (i.e., cases where the concentration decreases as an exponential function of the time):

(2.18) [image: Numbered Display Equation] 

This corresponds to a first-order elimination, cases where the rate of elimination is proportional to the amount present; that is, the rate of elimination = −dC/dt=kelC (kel being the elimination constant). For exponential decay, the half-life is indeed constant: at any concentration, the time required for halving is the same. The value of the half-life, t1/2, is related directly to the elimination constant and can be obtained easily by calculating the time needed to reach the half of C0 by using [image: ], which results in

(2.19) [image: Numbered Display Equation] 

The three PK parameters discussed earlier (CL, Vd, and t1/2), are directly interconnected via a relationship that can be obtained easily from the definition of the rate of elimination:

(2.20) [image: Numbered Display Equation] 

The elimination half-life is a major determinant of the duration of action after a single dose because, for most drugs, the plasma concentration has to stay within the effective range to produce the desired effect. It is also a major determinant of the dosing frequency required to avoid large fluctuations in plasma concentration; as a rule of thumb, the interval between doses cannot be much larger than the half-life. Finally, t1/2 also determines the time required to reach steady state with chronic dosing since, as long as linear PK applies, it takes four to five half-lives to reach steady state, irrespective of the dose, the dosing frequency, or other factors.

In most cases [except intravenous (i.v.) administration], drug absorption is also gradual. Resulting plasma concentrations are typically of the shape illustrated in Figure 2.6, which corresponds to a case of first-order absorption (kabs) and first-order elimination (kel) described by a two-exponential function:

(2.21) [image: Numbered Display Equation] 

As mentioned, the concept of elimination half-life only applies for first-order eliminations, where the rate of drug elimination is proportional to the amount of drug present, dC/dt = –kelC. As the amount of drug is usually low, this is the case in the majority of cases; however, in a few cases, drug concentration decreases linearly (zero-order) and not exponentially (first-order), meaning that the elimination rate is constant and independent of the amount of drug present. Notable examples are ethanol, phenytoin, or salicylate. Typically, this occurs due to saturation of the elimination mechanism (e.g., saturation of the main metabolizing enzyme). Most enzymes follow a Michaelis–Menten kinetics [40,60], with a rate that is determined by the concentration of the substrate (C) as well as the maximum velocity Vmax and the characteristic Michaelis constant KMM of the enzyme via an equation that has a form similar to the Clark [eq. (2.6)] and Hill [eq. (2.7)] equations:

(2.22) [image: Numbered Display Equation] 

At low concentrations (C ≪ KMM), this corresponds to a first-order case, where the rate is proportional to the concentration (i.e., first power of concentration), −dC/dt=v=(Vmax/KMM)C=kelC1. At high concentrations, however (C ≫ KMM), this corresponds to a zero-order case, where the rate is constant and equal to the maximum velocity, as the enzyme is fully saturated, [image: ]. Under such conditions, the amount of drug eliminated per unit time is constant, and the concept of half-life cannot be applied (see also the discussion in section 5.1.5).

Bioavailability

A final pharmacokinetic notion that should be discussed briefly is bioavailability (F). Because of their convenience and suitability for widespread use, oral drugs are the ultimate target for almost any drug discovery or development program. However, obtaining oral drugs often represents a considerable challenge, partly because of formulation issues (i.e., solubility, stability, etc.) and partly because sometimes only a small fraction of an orally administered drug actually reaches the systemic circulation, as it might not be absorbed well or it might undergo significant first-pass metabolism (Figure 2.1). Bioavailability (F) denotes the fraction of an orally administered dose that actually reaches the systemic circulation as intact drug, and F = fg × fH, fg being the fraction absorbed (from intestine into portal circulation) and fH the fraction escaping first-pass clearance (metabolism) (i.e., the fraction not removed by the liver during the first passage in the portal blood through the liver to the systemic circulation). Because the area under the concentration curve (AUC) is determined by the dose and the clearance, AUC = D/CL, and the clearance is essentially the same regardless of the route of administration, the ratio of the AUCs following administration of the same dose orally (p.o.) and intravenously (i.v.) can be used to assess the bioavailability (Figure 2.6):

(2.23) [image: Numbered Display Equation] 

2.3 STRUCTURAL REQUIREMENTS: KEEPING IT “DRUG-LIKE”

During the last decade or so, drug-likeness has become a desirable strategic target [54,61,62]. This concept became of particular interest during the 1990s with the development of high-speed screening and chemistry methods that expanded the chemical diversity of the screened collections, and during this process with time it became clear that an unacceptably large portion of the candidates were not making it to the final stages. However, one has to remember that drug-likeness is a fuzzy term; there is no clear delineation between drug and nondrug structures, and there probably never will be [63].

2.3.1 The Drug-Like Chemical Space

At best, drug-likeness can be used as a design guideline to keep the small-molecule drug candidates within a chemical space that, on the basis of existing experience, seems to offer an increased chance of surviving clinical trials and becoming a drug. When dealing with novel structures intended for pharmaceutical use, it is certainly useful to remember that 70% of existing drugs have zero to two hydrogen-bond donors, two to nine hydrogen-bond acceptors, two to eight rotatable bonds, and one to four rings [64]. Interestingly, analyses of commercially available drugs found repeatedly that the diversity of structures and shapes in the set of known drugs is surprisingly low [65–68]. For example, bioactive molecules contain only a relatively limited number of unique ring types [67], and an analysis of the basic ring-structure framework of existing drugs revealed surprisingly low diversity; half of the drugs have shapes described by only 32 of the 1179 possible frameworks [65] (Figure 2.7). Even the diversity that side chains provide to drug molecules is quite low, the average number of side chains per molecule being four and the average number of heavy atoms per side chain being two [66]. In fact, this seems to be true for existing organic chemical compounds in general: An analysis of the molecular framework data from more than 24 million organic compounds in the CAS Registry found that half can be described by only 143 framework shapes [69]. The framework distribution conformed well to a power law [i.e., the probability of occurrence decreased following a power function as p(x) = α·x−ν; here ν = 2.07], suggesting that exploration of the chemical space is governed by a “rich get richer” type of process whereby the more often a framework has been used in the past, the more likely chemists are to use it to make a new compound [69].


FIGURE 2.7 Some of the most common molecular frameworks found for compounds in the Comprehensive Medicinal Chemistry (CMC) database (MDL Information Systems Inc., San Leandro, CA) shown in decreasing frequency from left to right and top to bottom (as classified by topological torsions in [65]).
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Nevertheless, it is highly unlikely that property-based classifications or other relatively simplistic attempts (e.g., such as the topological, neighborhood descriptor–based prediction of activity spectra [70]) will ever be able to rigorously distinguish a drug-like space from a non-drug-like space [71]. It is worth not forgetting that even structurally similar compounds may have very different biological activities [72]. However, while searching for structures likely to succeed as drugs, it is at least important to remember that one should, at a minimum, avoid compounds that are known promiscuous inhibitors [73,74], frequent hitters [75], or contain chemically reactive functional groups such as protein-reactive electrophilic false positives as well as chelator and polyionic “warheads” (see [76] for a brief structural review). The existence of many promiscuous inhibitor structures, which showed up frequently as hits in high-throughput in vitro screenings but proved worthless in later in vivo testing and might simply act through a common mechanism as aggregate-forming nonspecific inhibitors, illustrates well the possibility of many misleading pathways [73]. For several cases, polymolecular conglomeration [77,78] and aggregation [73,79] have been suggested as possible mechanisms. Interestingly, overall promiscuity seems to be controlled predominantly by lipophilicity and ionization state; bases and quaternary bases being notably more promiscuous than acids or neutral compounds, but promiscuity correlates positively with lipophilicity (log Po/w) in all ionization classes [80]. With regard to the drug-like chemical space, it is also useful to remember that certain structural scaffolds are known to be particularly effective for drug design purposes; such building blocks (e.g., benzodiazepines) have been termed privileged structures [81,82], and, of course, many of them can be recognized among the most common drug frameworks (Figure 2.7). On the other hand, it is also important to avoid structural components that are known to cause problems (e.g., functional groups such as aldehydes, hydrazines, sulfonylureas, nitroaromatics, and many others that are reactive or result in toxic metabolites), and most drug design programs now routinely use structural alert notifications [83].

Various typically computational filters are now used routinely in drug discovery and development programs to eliminate as many candidates as possible that are ultimately unlikely to succeed—if possible, even before chemical synthesis and certainly before the start of detailed in vitro/in vivo testing. This is, in fact, the popular “fail early, fail cheap” strategy taken to its extreme, and it can provide significant savings in time and expense. Such preselections are certainly useful and should serve as a “reality check” in any drug discovery program. Nevertheless, they should not be used as simplistic “hard” filters in managerial-type decision making (“go” vs. “no-go”), which is their most frequent current use, but only as “soft” bias in a scientific selection process. A number of existing top-selling drugs would not have made it through many drug-likeness filters [84]. Furthermore, paradigm changes or shifts may always occur, novel structural motifs may not fit existing rules, drug development techniques are evolving, and thinking outside the box should not be confined to hard filtering rules. Because in silico and even in vitro models are prone to large errors and are still not very predictive of in vivo performance, stringent exclusion principles should be combined with liberal promotion principles to identify better overall drugs [85].

2.3.2 Oral Drugs: The Challenge of Bioavailability

As mentioned, oral drugs are the ultimate goal of essentially all drug development projects because of their convenient, patient-friendly administration, which makes them easy to market for almost any population. Hence, many drug-likeness filters are in fact filters for selecting oral drug candidates. A set of heuristic rules known as the rule of five or Lipinski's rule of five [86], which were derived from an analysis of the properties of marketed drugs, has now become in almost standard use to avoid permeability and solubility problems and to maximize the chances of surviving development for oral drug candidates. The rule of five requires structures with molecular mass below 500, fewer than five hydrogen-bond donors, fewer than 10 hydrogen-bond acceptors, and a calculated CLOGP under 5. In a later, alternative approach [87] it was suggested that since molecular mass is a surrogate for many properties, large molecular mass as such is not the main limiting factor, but large molecular flexibility. Hence, adequate oral bioavailability (in rats) seemed to require fewer than 12 hydrogen-bond donors and acceptors (or low polar surface area, e.g., < 140 Å, as a possible descriptor) and fewer than 10 rotatable bonds [87].

Furthermore, as medicinal chemists tend to tinker with their original lead structures to improve their properties or to avoid continuously surfacing development problems, comparisons of commercial drugs and their corresponding leads indicated that the original lead structures tend to have lower mass (MW), lower lipophilicity (CLOGP), and fewer hydrogen-bond acceptors than those of the final drugs [88,89]. On this basis, searches for oral drugs are likely to end successfully only if starting from even more restricted libraries (e.g., 100 < MW < 300, 1 < CLOGP < 3). This idea is also supported by a different analysis, which looked at drug candidates in various stages of development (preclinical, phase I, phase II, phase III, and launched drugs) and found that the percent of compounds that do not satisfy these rules and have MW > 500, CLOGP > 5, and rotatable bonds > 10 clearly decreases as the development stage advances [90]. It is also clearly recognized by now that almost all ADME and toxicological parameters tend to deteriorate with increasing molecular size and/or lipophilicity (log P) [91].

Even after 10 years of use of the rule of five doctrine, the physical properties of molecules that were being synthesized in leading drug discovery companies were still significantly different from those of recently discovered oral drugs and compounds in clinical development: for example, they were, on average, much more lipophilic [80]. The fact that lipophilicity changed less over time than any other property in oral drugs launched is a clear indication of its importance [80], and the observation that, over time, lipophilicity remained essentially unchanged in marketed drugs is even more remarkable because it stayed unchanged despite the increase in candidates considered for drug discovery [92].

Predicting what makes a good oral drug is also made particularly challenging by the fact that absolute oral bioavailability data in experimental animals (rodents, dogs, and even primates) are, at best, only mildly predictive for absolute oral bioavailability in humans [93]. Monkeys do appear to be a better predictor of oral bioavailability in humans [94]. Drug absorption is a complex process that depends on many factors and has to be addressed as such [95]. Consequently, there seems to be no simple relationship between lipophilicity (e.g., as measured by the log partition coefficient, log P, of the neutral compound or the log distribution coefficient, log D, of ionizable or permanently charged compounds) and bioavailability [96,97], but acceptable oral bioavailability (and biomembrane permeability) tends to require not too large, not too polar, not too flexible compounds with not too many hydrogen-bonding sites [86,87,98–101]. Most likely, high solubility and moderate lipophilicity can be considered as the typical characteristics of well-absorbed compounds [102]. Along these lines, the Biopharmaceutics Classification System (BCS) [103], which has a four-group classification system according to high/low aqueous solubility and high/low intestinal permeability, is commonly used to predict the extent of drug absorption during the course of drug development. Increasing lipophilicity often leads to an increased rate of oxidative metabolism by cytochrome P450 and other enzymes [58,104]. Consequently, in most cases, increasing lipophilicity increases potency and membrane permeability but decreases dissolution and metabolic stability [105]. Not surprisingly, there is a very strong correlation between the intestinal permeability rate and the extent of metabolism; accordingly, the Biopharmaceutics Drug Disposition Classification System (BDDCS) has been proposed as a possible alternative to the BCS, substituting high/low (i.e., extensive/poor) metabolism for high/low permeability [106,107].
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