







      
            Testing IT:
An Off-the-Shelf Software Testing Process, 2nd Edition

            
               Testing IT provides a complete, off-the-shelf software testing process framework for any testing practitioner who is looking to research,
                  implement, roll out, adopt, and maintain a software testing process. It covers all aspects of testing for software developed
                  or modified in-house, modified or extended legacy systems, and software developed by a third party. Software professionals
                  can customize the framework to match the testing requirements of any organization, and six real-world testing case studies
                  are provided to show how other organizations have done this. Packed with a series of real-world case studies, the book also
                  provides a comprehensive set of downloadable testing document templates, proformas, and checklists to support the process
                  of customizing. This new edition demonstrates the role and use of agile testing best practices and includes a specific agile
                  case study.
               

            

            
               John Watkins has more than thirty years of experience in the field of software development, with some twenty-five years in the field of
                  software testing. During his career, John has been involved at all levels and phases of testing and has provided high-level
                  test process consultancy, training, and mentoring to numerous blue chip companies.
               

               He is both a Chartered IT Professional and a Fellow of the British Computer Society, where he is an active member of the Specialist
                  Group in Software Testing (SIGiST), previously serving on committees of the Intellect Testing Group (representing the U.K.
                  technology industry) and the SmallTalk User Group.
               

               He is the author of Agile Testing: How to Succeed in an Extreme Testing Environment and currently works for IBM's software group.
               

            

            
               Simon Mills has more than thirty years of experience in the field of software quality, having transferred into the world of system testing
                  from a business role. Simon has been involved in testing software in both business and technical or scientific environments
                  from major investment and insurance systems to laser control, cryogenic control, and superconducting applications. He is the
                  founder of Ingenuity System Testing Services, the preeminent testing authority in the field of electronically traded insurance
                  in the United Kingdom.
               

               Simon is widely published internationally in conference proceedings, papers, and contributions to books and has presented
                  as an invited speaker in the United States, at EuroStar, and at the World Congress for Software Quality.
               

            

         


   
      Testing IT
An Off-the-Shelf Software Testing Process, 2nd Edition

         
            John  Watkins
            
               IBM Software Group, U.K.


            

            Simon  Mills
            
               Ingenuity System Testing Services Ltd., U.K.


            

            [image: CAMBRIDGE UNIVERSITY PRESS]

         

      

   
      
            
               CAMBRIDGE UNIVERSITY PRESS

               Cambridge, New York, Melbourne, Madrid, Cape Town, Singapore, São Paulo, Delhi, Dubai, Tokyo, Mexico City

            

            
               Cambridge University Press

               32 Avenue of the Americas, New York, NY 10013-2473, USA
               

            

            
               www.cambridge.org

               Information on this title: www.cambridge.org/9780521148016

            

            
               © John Watkins and Simon Mills 2001, 2011

            

            
               This publication is in copyright. Subject to statutory exception and to the provisions of relevant collective licensing agreements,
                  no reproduction of any part may take place without the written permission of Cambridge University Press.
               

            

            
               First published 2001

               Second edition 2011

            

            
               Printed in the United States of America

            

            A catalog record for this publication is available from the British Library.

            Library of Congress Cataloging in Publication data

            Watkins, John (John Edward)

            Testing IT : an off-the-shelf software testing process / John Watkins, Simon Mills. ′ 2nd ed.

            p. cm.

            Includes index.

            ISBN 978-0-521-14801-6 (pbk.)

            1. Computer software ′ Testing. I. Mills, Simon. II. Title.

            QA76.76.T48W38 2010

            005.1′4–dc22 2010041956

            
               ISBN 978-0-521-14801-6 Paperback
               

               Additional resources for this publication at www.cambridge.org/9780521148016

            

            
               Cambridge University Press has no responsibility for the persistence or accuracy of URLs for external or third-party Internet
                  Web sites referred to in this publication and does not guarantee that any content on such Web sites is, or will remain, accurate
                  or appropriate.
               

            

         

      

   
      
            To Francesca, Julie, and Valerie

         


   
      Contents

         Foreword to the Second Edition by Geoff Thompson

         Foreword to the First Edition by Maurice Rosenburgh

         Acknowledgments

         1 Introduction

            1.1 Purpose of the Book

            1.2 Readership

            1.3 How to Read This Book

            1.4 Structure and Content of This Book

         Part 1. The Traditional Testing Process

         2 An Overview of Testing

            2.1 Introduction

            2.2 The Challenge of Testing

            2.3 What Is Testing?

            2.4 Verification and Validation

            2.5 What Is the Cost of Not Testing?

            2.6 Testing – the Bottom Line

            2.7 Additional Information

         3 Testing Techniques

            3.1 Introduction

            3.2 General Testing Techniques

            3.3 Functional Testing Techniques

            3.4 Nonfunctional Testing Techniques

            3.5 Further Reading on Testing Techniques
4 The Management and Planning of Testing

            4.1 Introduction

            4.2 The Organization of Testing

            4.3 Roles and Responsibilities

            4.4 The Testing Phases

            4.5 Role of the V Model in Planning

            4.6 The Management of Test Requirements

            4.7 The Role and Use of Configuration Management

            4.8 The Role and Use of Defect Tracking

            4.9 The Role of Risk in Test Planning and Management

         5 Unit Testing

            5.1 Overview

            5.2 Unit Test Approach

            5.3 Unit Test Data Requirements

            5.4 Roles and Responsibilities

            5.5 Planning and Resources

            5.6 Inputs

            5.7 Testing Techniques for Unit Testing

            5.8 Outputs

         6 Integration Testing

            6.1 Overview

            6.2 Integration Test Approach

            6.3 Integration Test Data Requirements

            6.4 Roles and Responsibilities

            6.5 Planning and Resources

            6.6 Inputs

            6.7 Testing Techniques for Integration Testing

            6.8 Outputs

         7 System Testing

            7.1 Overview

            7.2 System Test Approach

            7.3 System Test Data Requirements

            7.4 Roles and Responsibilities

            7.5 Planning and Resources

            7.6 Inputs

            7.7 Testing Techniques for System Testing

            7.8 Outputs

         8 Systems Integration Testing

            8.1 Overview
   8.2 Systems Integration Test Approach

            8.3 Systems Integration Test Data Requirements

            8.4 Roles and Responsibilities

            8.5 Planning and Resources

            8.6 Inputs

            8.7 Testing Techniques for Systems Integration Testing

            8.8 Outputs

         9 User Acceptance Testing

            9.1 Overview

            9.2 User Acceptance Test Approach

            9.3 User Acceptance Test Data Requirements

            9.4 Roles and Responsibilities

            9.5 Planning and Resources

            9.6 Inputs

            9.7 Testing Techniques for User Acceptance Testing

            9.8 Outputs

         10 Operations Acceptance Testing

            10.1 Overview

            10.2 Operations Acceptance Test Approach

            10.3 Operations Acceptance Test Data Requirements

            10.4 Roles and Responsibilities

            10.5 Planning and Resources

            10.6 Inputs

            10.7 Testing Techniques for Operations Acceptance Testing

            10.8 Outputs

         11 Regression Testing

            11.1 Overview

            11.2 Regression Test Approach

            11.3 Regression Test Data Requirements

            11.4 Roles and Responsibilities

            11.5 Planning and Resources

            11.6 Inputs

            11.7 Testing Techniques for Regression Testing

            11.8 Outputs

         12 Improving the Testing Process

            12.1 Introduction

            12.2 Overview of the Role and Use of Metrics

            12.3 Metrics Typically Used Within the Testing Process

            12.4 Setting Up and Administering a Metrics Program
   12.5 A Proposal for a Simple and Effective Metrics Set

            12.6 Further Reading

         13 Introduction, Adoption, and Maintenance of the Testing Process

            13.1 Introduction

            13.2 Introduction and Adoption of a Testing Process

            13.3 Maintenance of the Testing Process

            13.4 A Proposal for a Quick Start Test Process

         14 Agile Testing

            14.1 Introduction

            14.2 Overview of Agile Testing

            14.3 Agile Quality Management Practices

            14.4 A Proposal for an Effective Subset of Agile Best Practices

            14.5 Conclusion

         Part 2. The Testing Process in the Real World: Illustrative Case Studies

         Case Study 1. The British Library

         Case Study 2. Reuters Product Acceptance Group

         Case Study 3. Crown Quality Assurance Group

         Case Study 4. The Wine Society

         Case Study 5. Automatic Data Processing Limited

         Case Study 6. Confirmit

         Part 3. The Appendices

         Appendix A. Terms of Reference for Testing Staff

         Appendix B. Testing Guides

         Appendix C. Test Plan Document Template

         Appendix D. Test Specification Document Template

         Appendix E. Test Script Template

         Appendix F. Test Result Record Form Template

         Appendix G. Test Log Template

         Appendix H. Test Certificate Template

         Appendix I. Reuse Pack Checklist

         Appendix J. Test Summary Report Template

         Appendix K. Equivalence Partition Example
Appendix L. Boundary Value Analysis Example

         Appendix M. State Transition Example

         Appendix N. Pairwise Testing Example

         Appendix O. Automated Testing Tool Selection Criteria

         Appendix P. Usability Testing Overview

         Appendix Q. Testing Process Health Check

         Appendix R. The Testing of Object-Oriented Software

         Appendix S. Pragmatic Test Process Adoption – a Real-World Example

         References

         Glossary

         Index


   
      Foreword to the Second Edition
Geoff Thompson

         
            So what is this testing thing then?

            A question that I and many other aspiring software testing professionals get asked frequently. We try to explain, and watch
               the questioner's eyes glaze over as he or she furtively starts looking around to find a reason to step away or change the
               subject.
            

            Isn't it strange that this happens? Is it that the explanation is simply incomprehensible by any sane person, or is it that
               software testers themselves need to understand in simple terms what it is they do?
            

            I can add my own personal perspective on this issue; I help organize the British Computer Society Specialist Group in Software
               Testing (BCS SIGiST), and I am regularly surprised by two things: first, 70% of the attendees have never attended any form
               of networking meeting before, and second (and perhaps more important), none of the attendees read any of the many software
               testing books that exist.
            

            Having had the opportunity to discuss this with many of the attendees, it is clear that the reason for this is the content
               of the typical testing book – it's just too complex for them to get their teeth into and understand. What is needed is a straightforward,
               simple-to-read, and simple-to-use testing book.
            

            When the first edition of Testing IT was released in 2001, this changed. For once there was a book that provided a simple overview of what testing was, with straightforward
               guidance for test practitioners, plus a selection of easy-to-use testing templates. Since then I have recommended Testing IT to numerous testers that I have met, as well as providing copies to the testers on projects I have managed, and have received
               positive feedback from them regarding the practical benefits that it provides.
            

            With the publication of the second edition of Testing IT, John has built on the success of the first edition, revising and bringing it up to date to ensure it continues to be relevant
               for the next ten years and beyond. Having been a champion of the first edition, I was very pleased to have been invited to
               play a part in this process, having used my involvement in the Information Systems Examination Board (ISEB), International
               Software Testing Qualification Board (ISQTB), and the Test Maturity Model Integrated (TMMi) initiatives to ensure the second edition continues to be relevant going forward.
            

            So, back to my original question – what is this testing thing then? Well, although there is no single simple answer to this
               question, in my humble opinion, John's book goes a long way to helping practitioners involved in test process, test management,
               and testing make a really good stab at answering the question for themselves.
            

         

      

   
      Foreword to the First Edition
Maurice Rosenburgh

         
            Why is astronomy considered a science while astrology is considered only a pseudo-science? In other words, how can we prove
               that a theory faithfully describes reality, and that this theory can then be used to predict unknown facts? Karl Popper, the
               well-known philosopher, studied these problems and summarized his conclusions in one phrase: “The criterion of the scientific
               status of a theory is its falsability, or refutability, or testability.”* For Popper, “confirming evidence should not count except when it is the result of a genuine test of the theory.”
            

            The testing process of a scientific theory is quite similar to the process of providing confirmation either to risky predictions
               or to attempts to falsify that theory. Testing is a complex activity. It has to simultaneously bear in mind the theory and
               the external reality; it has to provide objective answers to complex questions related to our own perceptions of a rational
               reality.
            

            When developing software, we follow the same thought process, since one builds an abstract model between the external world
               and the user. In our software, we define strict processes that will guide our actions, and we build the data we want to manipulate
               in complex databases and templates.
            

            Can we test our software with Popper's principles in mind? The answer is definitively yes, because software testing should
               not only be a confirmation that the application is working correctly but also that it will react correctly when unexpected
               conditions occur. This constant and complex relationship between the software one tests and external reality should guide
               testers in their daily work.
            

            Although testing is usually perceived as a necessity in software development, it is rarely applied as a rigorous activity.
               Within many projects, testing is simply omitted; in others, it is executed with the distinct intent to prove that the application
               performs correctly under test conditions.
            

            After reading John Watkins's Testing IT you will be convinced that testing is not as complex as it seems and that it can be managed like any other development activity.
            
The first thing you notice in reading Testing IT is that John puts the accent on testing processes and real-world case studies, which are, in my opinion, the most important
               aspects of software testing, implicitly applying Popper's conclusions.
            

            Testing IT is divided into three logical, distinct parts: Part 1 focuses on traditional testing processes. Although technology is evolving
               at lightening speed, processes remain. They become even more important because they are at the heart of any activity. You
               will find this part very useful since it presents the testing phases starting from unit testing up to regression testing in
               the order found on all projects. Each phase is presented in the same coherent plan, facilitating access to the information.
            

            Part 2 gives practical case studies. Five projects are reported, each enhancing a different reality; we have again the confirmation
               that success is always related to a correct adaptation of processes to reality.
            

            Part 3 presents ready-to-use templates and reference documents that you can adapt to your needs and that you will find very
               useful in your daily testing work.
            

            Testing IT is not just another book on testing. It is, in addition, a guide for all testers who want to understand what testing is really
               about, and it proves once more that applying easy-to-understand processes is the key to success. In one word: indispensable.
            

            I’m certain you will enjoy reading this book, as I did, and that you will keep it on your desk to profit in your daily work
               from John's rich experience.
            

            Maurice  Rozenberg
                  Paris

                  Author of Test Logiciel (1998, Eyrolles)
                  

               

            

            
               
                  * Karl Popper, Conjectures and Refutations. London: Routledge and Kegan Paul, 1963.
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            1 Introduction

            
               
                  “Hmm, The Wheel you say! Well, I don't wish to belittle your achievement, but I’ve travelled far and wide and I’ve seen a
                     great many of these things invented by a great many people in a great many different caves!”
                  

                  – Big Ugg, Neander Valley, 35,000

               

            

            1.1 Purpose of the Book

            
               This book provides comprehensive and rigorous guidance to workers in the field of software testing for researching or setting
                  up a software testing process within organizations.
               

               The book provides advice and guidance on all aspects of the testing process, including:
                  
                  
                     
                        • The need to test software and the approach to testing
                        

                     

                     
                        • Specific details of testing techniques, with examples
                        

                     

                     
                        • The planning and management of testing projects
                        

                     

                     
                        • Testing roles and responsibilities
                        

                     

                     
                        • Comprehensive details of the testing phases
                        

                     

                     
                        • Extensive testing document templates, proformas, and checklists
                        

                     

                     
                        • Recommendations for testing process improvement and the role and use of metrics
                        

                     

                     
                        • The testing challenges facing testers involved in quality assurance tasks on agile projects
                        

                     

                     
                        • The testing challenges facing developers of object-oriented and component-based systems
                        

                     

                  
The book covers the testing of software from a number of sources, including software developed or modified in-house, software
                  that represents the modification or extension of existing legacy software systems, and software developed on behalf of an
                  organization by a third party.
               

               The book also covers acceptance testing of commercial off-the-shelf (COTS) software procured by an organization, or COTS software that has undergone bespoke development either internally or by a
                  third party on behalf of an organization.
               

               This book should be used in a pragmatic manner, in effect providing a testing framework that can be used by all members of
                  staff involved in software development and testing within an organization to improve the quality of the software they deliver and to reduce time scales, effort,
                  and cost of testing.
               

               Alternatively, the testing process described in this book can be customized to match the specific testing requirements of
                  any particular organization, and a series of real-world case studies are provided to illustrate how this can be achieved.
               

            

            1.2 Readership

            
               The target audience for this book includes the following people:
                  
                  
                     
                        • Technical directors/managers who need to improve the software testing process within their organization (in terms of quality, productivity, cost, and/or
                           repeatability of the process)
                        

                     

                     
                        • Quality assurance (QA) professionals (such as company QA directors or managers) who need to put in place a formal organization-wide approach to software testing
                        

                     

                     
                        • Project managers/leaders who need to save time, effort, and money, and improve quality by adopting a complete, standard, off-the-shelf solution to
                           their testing requirements
                        

                     

                     
                        • Independent information technology (IT), QA, or management consultants who provide advice and guidance to clients on software testing process, for whom the book will represent a key item in their
                           “Consultants Tool Kit”
                        

                     

                     
                        • Testing/QA professionals (such as test analysts, testers, or QA representatives) who wish to save time and effort by adopting predefined testing artifacts
                           (such as standard templates for test scripts, test plan and test specification documents)
                        

                     

                     
                        • IT professionals who need to understand the software testing process (such as developers involved in unit or integration testing)
                        

                     

                     
                        • Any staff members who are keen to improve their career prospects by advocating a complete testing solution to their organizations’ software
                           testing needs, particularly where there is a need to improve quality or save time, effort, and cost
                        

                     

                     
                        • Training managers/trainers who are in the process of writing or amending testing training materials and who need to obtain a pragmatic view of testing
                           process and its application
                        

                     

                     
                        • Students who need to obtain a pragmatic/real-world view of the application of testing theory and principles of organizational software
                           testing requirements, or who have an interest in testing process improvement and the role and use of metrics
                        

                     

                  

               

            

            1.3 How to Read This Book

            
               This book is divided into three parts, all closely linked, but each of which can be read and applied separately.
Part 1 (Chapters 2 to 14) documents the “traditional view” of the components comprising a software testing process. Part 1 provides detailed information
                  that can be used as the basis of setting up a testing process framework tailored to the individual requirements of any organization
                  involved in software testing.
               

               Part 2 (Chapters 15 to 20) provides a series of case studies that show how a number of organizations have implemented their own testing process based
                  on the “classic view” described in Part 1. These case studies can be read to provide real-world guidance on how an individual
                  organization can implement a testing process framework to meet its own particular testing requirements.
               

               Part 3 (the appendices) contains a set of standard testing document templates, proformas, and checklists, plus a number of
                  appendices that expand on topics described in the main body of the book (such as worked examples of specific testing techniques).
                  The standard testing document templates, proformas, and checklists are also available from the following link: http://www.cambridge.org/, and can be used immediately without modification or customized to reflect the particular requirements of any organization
                  (such as a corporate style, branding, or documentation standard).
               

               Where terms appear in italics, these terms are more fully defined or expanded on in the glossary.
               

            

            1.4 Structure and Content of This Book

            
               Specifically, the chapters and appendices comprising this book are:
                  
                  
                     
                        • Chapter 2, which discusses just how challenging it is to thoroughly test even the most simple software system, reviews a number of
                           definitions of testing, provides a brief overview of the approach to software testing, and lists a number of definitive testing
                           references for further reading
                        

                     

                     
                        • Chapter 3, which describes the principal techniques used in designing effective and efficient tests for testing software systems and,
                           where appropriate, provides references to illustrative worked examples in the appendices
                        

                     

                     
                        • Chapter 4, which deals with the issues associated with the management and planning of the testing process, provides guidance on the
                           organization of testing and testing projects and on the need for thorough planning, describing a number of techniques for
                           supporting the planning process
                        

                     

                     
                        • Chapters 5 to 11, which provide details on each of the testing phases (from unit testing to acceptance testing and on to regression testing1) and their interrelationships. Each chapter is presented in a standard format and covers:
                           
                           
                              
                                 • the overall testing approach for that phase
                                 

                              

                              
                                 • test data requirements for that phase
                                 

                              

                                 • the roles and responsibilities associated with that phase
                                 

                              

                              
                                 • any particular planning and resourcing issues for that phase
                                 

                              

                              
                                 • the inputs to and the outputs from that phase
                                 

                              

                              
                                 • a review of the specific testing techniques appropriate to that phase
                                 

                              

                           

                        

                     

                     
                        • Chapter 12, which discusses the need for process improvement within the testing process and reviews the role of metrics (proposing a
                           pragmatic metrics set that can be used effectively within and across testing projects). It also provides references to further
                           sources of information on test process improvement
                        

                     

                     
                        • Chapter 13, which for organizations adopting the testing process described within this book or using it as the basis of setting up their
                           own testing process framework, discusses the process of introducing the testing process into an organization, managing its
                           successful adoption, and reviewing the need to maintain that testing process and proposing an approach to satisfy this requirement
                        

                     

                     
                        • Chapter 14, which discusses the phenomenon of agile approaches to software development and testing, reviews a number of successful agile
                           quality management practices being employed by testing practitioners on real-world projects, and concludes by making a series
                           of recommendations about how to implement an effective and efficient agile testing approach
                        

                     

                     
                        • Chapters 15 to 20, which provide a series of real-world case studies describing how a number of commercial organizations have implemented their
                           own customized view of the testing process described in Chapters 2 to 12. Specifically, the organizations providing case studies are:
                           
                           
                              
                                 • The British Library
                                 

                              

                              
                                 • Reuters Product Acceptance Group
                                 

                              

                              
                                 • Crown Quality Assurance Group
                                 

                              

                              
                                 • The Wine Society
                                 

                              

                              
                                 • Automatic Data Processing (ADP) Limited
                                 

                              

                              
                                 • Confirmit Agile Development and Testing
                                 

                              

                           

                        

                     

                     
                        • Appendices A to J, which provide a set of testing document templates, proformas, and checklists:
                           
                           
                              
                                 • terms of reference for testing staff
                                 

                              

                              
                                 • summary testing guides for each testing phase
                                 

                              

                              
                                 • a test plan document template
                                 

                              

                              
                                 • a test specification document template
                                 

                              

                              
                                 • a test script template
                                 

                              

                              
                                 • a test result record form template
                                 

                              

                              
                                 • a test log template
                                 

                              

                              
                                 • a test certificate template
                                 

                              

                              
                                 • a reuse pack checklist
                                 

                              

                              
                                 • a test summary report template
                                 

                              

                           

                        

                     

                     
                        • Appendices K to N, which provide a series of worked examples of testing techniques described in Chapter 3

                     

                        • Appendices O to S, each of which expand on topics described in passing in the main body of the book, and include:
                           
                           
                              
                                 • a scheme and set of criteria for evaluating the relative merits of commercially available automated software testing tools
                                 

                              

                              
                                 • an overview of the process of usability testing and its application
                                 

                              

                              
                                 • a scheme and set of criteria for performing an audit of a testing process
                                 

                              

                              
                                 • a discussion of the issues involved in the testing of object-oriented and component-based applications
                                 

                              

                              
                                 • an overview of a real-world example describing how it is possible to adopt a subset of the best practices described in this
                                    book in order to gain rapid-quality improvements.
                                 

                              

                           

                        

                     

                     
                        • A list of the references cited in the book
                        

                     

                     
                        • A glossary of terms used in this book
                        

                     

                  

               

            

            
               
                  1 Although not strictly speaking a separate testing phase, regression testing is included in this list for the sake of completeness.
                  

               

            

         


   
      Part one The Traditional Testing Process


   
      
            2 An Overview of Testing

            
               
                  “As we strive to implement the new features of our applications, there is one thing we can say with absolute certainty – that
                     at the same time, we also introduce new defects.”
                  

               

            

            2.1 Introduction

            
               This chapter provides an overview of testing to provide an understanding of what testing is and why it is such a challenge.
                  It also emphasizes that whenever we test software, the process must be made as efficient and effective as possible.
               

               Readers familiar with the need for efficient and effective testing may not need to read this chapter.

            

            2.2 The Challenge of Testing

            
               So, just how difficult is testing? To help answer this question, consider the following example.
               

               Imagine we have a requirement to test a simple function, which adds two, thirty-two bit numbers together and returns the result.
                  If we assume we can execute 1,000 test cases per second, how long will it take to thoroughly test this function?
               

               If you guessed seconds, you are way out. If you guessed minutes, you are still cold. If you guessed hours, or days, or even
                  weeks you are not even slightly warm. The actual figure is – 585 million years.1

               But surely this is a daft example. Nobody in his or her right mind would test such a function by trying out every single possible
                  value! In practice, we would use some formal test design techniques such as boundary value analysis and equivalence partitioning to help us select specimen data for our test cases (see Chapter 3 for details of test design techniques). Using this test data, we would assume that if the function performed satisfactorily
                  for these specimen values, it would perform satisfactorily for all similar values, reducing the time needed to test the function
                  to an acceptable timescale.
               
However, as testers we should not start feeling too confident too soon – there are many other issues that can complicate the
                  testing of our “simple” function. For example:
                  
                  
                     
                        • What if the function needs to interoperate with other functions within the same application?
                        

                     

                     
                        • What if the data for the calculation is obtained across a complex client/server system and/or the result is returned across
                           the client/server system?
                        

                     

                     
                        • What if the calculation is driven via a complex graphical user interface with the user able to type the addition values into
                           fields and push the buttons to perform the calculation in any arbitrary order?
                        

                     

                     
                        • What if this function has to be delivered on a number of different operating systems, each with slightly different features,
                           and what if individual users are able to customize important operating system features?
                        

                     

                     
                        • What if this function has to be delivered on a number of different hardware platforms, each of which could have different
                           configurations?
                        

                     

                     
                        • What if the application that this function belongs in has to interoperate with other applications, and what if the user could
                           be running an arbitrary number of other applications simultaneously (such as email or diary software)?
                        

                     

                  
These are all typical requirements for software systems that many testers face every day during their testing careers. They
                  make software systems highly complex and make testing an immense challenge!
               

            

            2.3 What Is Testing?

            
               The process of testing is by no means new. The Oxford English Dictionary tells us that the term “test” is derived from the Latin expression – testum, an earthenware pot used by the Romans and their contemporaries in the process of evaluating the quality of materials such
                  as precious metal ores.
               

               Computer programs have undergone testing for almost as long as software has been developed. In the early days of software
                  development there was little formal testing, and debugging was seen as essential to developing software.
               

               As the software development process has matured, with the inception and use of formal methods (such as 6), the approach to testing has also matured, with formal testing methods and techniques (such as 8) being adopted by testing professionals.
               

               Most workers in the field of modern software development have an intuitive view of testing and its purpose. The most common
                  suggestions include:
                  
                  
                     
                        • To ensure a program corresponds to its specification
                        

                     

                     
                        • To uncover defects in the software
                        

                     

                     
                        • To make sure the software doesn't do what it is not supposed to do
                        

                     

                     
                        • To have confidence that the system performs adequately
                        

                     

                        • To understand how far we can push the system before it fails
                        

                     

                     
                        • To understand the risk involved in releasing a system to its users.
                        

                     

                  
Here are some more formal definitions of testing:
                  
                  


                     
                        Testing is any activity aimed at evaluating an attribute or capability of a program or system and determining that it meets
                           its required results (1).
                        

                     

                  

This definition addresses the traditional testing approach, that is, does the system conform to its stated requirements? This
                  appears to be an intuitive view of testing; we have some statements about how the system should behave, and we confirm that
                  these requirements are met. This approach is also known as positive testing.
               

               Here is another view of testing:
                  
                  


                     
                        Testing is the process of executing a program or system with the intent of finding defects (2).
                        

                     

                  

This definition is less intuitive and does not, strictly speaking, consider the requirements of the system.2 Instead, it introduces the notion of actively looking for defects outside the scope of the software requirements, which in
                  practice could be any problem or defect in the system. This approach is also known as negative testing.
               

               In practice, testing will combine elements of positive and negative testing – checking that a system meets its requirements
                  but also trying to find errors that may compromise the successful operation or usefulness of the system.3

               Most recently, the notion of defining testing in terms of risk has become increasingly popular. In this use, the term “risk”
                  relates to the possibility that the application under test (AUT) will fail to be reliable or robust and may cause commercially damaging problems for the users. Here is a definition of testing in terms of risk:
                  
                  


                     
                        Testing is the process by which we explore and understand the status of the benefits and risk associated with the release
                           of a software system (28).
                        

                     

                  

Within this definition of testing, the role of the tester is to manage or mitigate the risk of failure of the system and the
                  undesirable effects this may have on the user.
               

               Defining testing in terms of risk provides the tester with an additional strategy for approaching testing of the system. Using
                  a risk-based approach, the tester is involved in the analysis of the software to identify areas of high risk that need to
                  be tested to ensure the threat is not realized during operation of the system. Furthermore, the notion of risk in a project
                  management context is well known and understood, and many tools and techniques exist that can be applied to the testing process
                  (28, 29, 30).
               
It may be difficult for the staff involved in planning and design of tests to identify specific risks for a particular AUT
                  (especially where they may not be familiar with the domain of operation of the software). In assessing risk, it is essential
                  that the following issues be considered:
                  
                  
                     
                        • The business, safety, or security criticality of the AUT
                        

                     

                     
                        • The commercial/public visibility of the AUT
                        

                     

                     
                        • Experience of testing similar or related systems
                        

                     

                     
                        • Experience of testing earlier versions of the same AUT
                        

                     

                     
                        • The views of the users of the AUT
                        

                     

                     
                        • The views of the analysts, designers, and implementers of the AUT.
                        

                     

                  

               

               The need to analyze risk in the testing process is addressed in Chapter 4 – the Management and Planning of Testing.
               

            

            2.4 Verification and Validation

            
               Two testing terms frequently used but often confused are verification and validation. Reference 40 provides a formal definition of these terms:
                  
                  
                     
                        Verification is the process by which it is confirmed by means of examination and provision of objective evidence that specific requirements
                           have been fulfilled (during the development of the AUT)
                        

                        Validation is the process by which it is confirmed that the particular requirements for a specific intended use (of the AUT) are fulfilled
                        

                     

                  

               

               Reference 26 provides a succinct and more easily remembered definition of these terms:
                  
                  


                     
                        Verification: Are we building the product right?

                        Validation: Are we building the right product?

                     

                  

Verification deals with demonstrating that good practice has been employed in the development of the AUT by, for example,
                  following a formal development process (8).
               

               Validation deals with demonstrating that the AUT meets its formal requirements, and in that respect conforms closely to the
                  Hetzel (1) definition of testing discussed earlier in this chapter.
               

               Both verification and validation (also termed V&V) are key to ensuring the quality of the AUT and must be practiced in conjunction with a rigorous approach to requirements
                  management. Chapter 4 provides guidance on the role of requirements management and its role within V&V.
               

            
2.5 What Is the Cost of Not Testing?

            
               Many examples exist, particularly those involving safety critical, business critical, or security critical applications, where
                  the failure of the system has, either through litigation or loss of public confidence, resulted in the software provider going
                  out of business.
               

               Even where a system does not deal with a critical application, failure of high-profile systems, such as an organization's
                  Web site, free shareware, or demonstration software, can still have serious commercial implications for the organization in
                  terms of loss of public confidence and prestige.
               

               Some defects are subtle and can be difficult to detect, but they may still have a significant effect on an organization's
                  business. For example, if a system fails and is unavailable for a day before it can be recovered, then the organization may
                  lose a day's effort per person affected. If an undetected defect simply causes the performance of a system to degrade, then
                  users may not even notice that a problem exists. If, however, the defect causes a loss of productivity of just thirty minutes
                  per day per user, then the organization could lose on the order of twenty days effort per person per year!
               

            

            2.6 Testing – the Bottom Line

            
               Phrases like “Zero Defect Software” or “Defect Free Systems” are hyperbole, and at best can only be viewed as desirable but
                  unattainable goals.4

               In practice, it is impossible to ensure that even relatively simple programs are free of defects because of the complexity
                  of computer systems and the fallibility of the development process and of humans involved in this process.
               

               In simple terms, it is impossible to perform sufficient testing to be completely certain a given system is defect free. When
                  you combine this problem with the fact that testing resources are finite and (more typically) in short supply, then adequate
                  testing becomes problematic. Testers must focus on making the testing process as efficient and effective as possible to find
                  and correct as many defects as possible.
               

               Ultimately, testing can only give a measure of confidence that a given software system is acceptable for its intended purpose.
                  This level of confidence must be balanced against the role the system is intended for (such as safety critical, business critical,
                  secure, confidential, or high-profile applications) and against the risk of the system failing in operation before the decision
                  to release or accept software can be made.
               

               The key to effective testing is making the process as efficient as possible: rigorous planning and project management must
                  be employed; testers must use their knowledge of testing techniques and experience to guide them in devising effective tests; reuse must be introduced and managed
                  at all stages of the testing process; and organizations need to consider the benefits and role of automated software testing
                  tools.
               

               Each of these issues is considered in detail in the following chapters.

            

            2.7 Additional Information

            
               Both the Hetzel and Myers books (1, 2) are excellent general introductions to testing, as well as useful reference documents for more experienced testing practitioners.
                  Bach's paper (28) provides a risk-based view of testing and offers guidance on performing testing from a risk-based perspective.
               

               I also recommend the Fewster and Graham book (17), which although specifically dealing with software test automation, also provides a good general treatment of the subject.
               

               Other testing books well worth reading include the Gilb and Graham book on software inspection (41), the Kit book (42), and the Beizer text on software testing techniques (43). I also recommend excellent testing books by Lee Copeland and Paul Jorgensen (73, 74) for further guidance on test design and on general testing best practices and principles. Last, I recommend Reference 54
                  as an excellent source of information on agile testing topics, as well as on the impact of new software development processes
                  on testing and testers.
               

               The CCTA IT Infrastructure Library series (5), published by the government center for information systems, provides thorough guidelines on setting up and administering
                  a testing program within an organization.
               

               The British Computer Society Specialist Group in Software Testing (BCS SIGiST) is very active in promoting the role of software testing and the use of best practice and process, and it is well worth a
                  visit to the BCS Web site at www.bcs.org.uk (then search for SIGiST).
               

               Other testing Web sites well worth a visit include:
                  
                  
                     
                        • The Professional Tester: www.professionaltester.com

                     

                     
                        • Software Quality Engineering: www.sqe.com

                     

                     
                        • The Open University Faculty of Mathematics and Computing: www.open.ac.uk/courses

                     

                     
                        • The Software Testing Institute: www.softwaretestinginstitute.com

                     

                     
                        • The Information Systems Examinations Board (ISEB): www.bcs.org

                     

                     
                        • The International Software Testing Qualifications Board (ISTQB): www.istqb.org

                     

                     
                        • The Test Maturity Model Integrated (TMMi): www.tmmifoundation.org

                     

                  

               

               Please also visit the Cambridge University Press Web site, where there are further references to testing books as well as links to other Web sites specializing in testing:
                  www.cambridge.org

               The following standards are worth obtaining for reference purposes:
                  
                  
                  
                     
                        • “IEEE Standard for Software Test Documentation,” IEEE Std 829–2008, IEEE, 2008
                        

                     

                     
                        • “International Software Testing Qualifications Board Glossary” – http://www.istqb.org/

                     

                  

               

            

            
               
                  1 The calculation is quite straightforward (with a calculator) – 2(32+32)/1000/60/60/24/365.25 = 584542046 years.
                  

               

               
                  2 Although a “defect” could be considered a failure of the system to support a particular requirement.
                  

               

               
                  3 It is possible to argue that in a perfect world of complete requirements and accurate specifications, there would be no need
                     for negative testing, because every aspect of the application under test (AUT) would be specified. Unfortunately, the reality
                     is somewhat short of perfection, and so testing is always likely to include a degree of negative testing.
                  

               

               
                  4 Even with mathematically rigorous methods (such as Z and VDM), it is still impossible to say that any but the simplest pieces
                     of software will be defect free.
                  

               

            

         

      

   
      
            3 Testing Techniques

            
               
                  “I am for those means which will give the greatest good to the greatest number.”

                  – Abraham Lincoln

               

            

            3.1 Introduction

            
               This chapter describes a number of testing techniques that the test analyst can employ in designing and developing effective test cases.
               

               This chapter focuses on practical, pragmatic design techniques that test designers can employ in their everyday testing tasks, and does not try to provide an exhaustive list of every possible
                  testing technique available (e.g., symbolic testing or other research-oriented testing methods).
               

               The testing techniques are organized into three main groups:
                  
                  
                     
                        • General testing techniques (i.e., high-level approaches to testing that can be applied to the specific testing techniques described in the second and
                           third groups in the following), which include:
                           
                           
                              
                                 • Positive and negative testing
                                 

                              

                              
                                 • White box and black box testing
                                 

                              

                              
                                 • Experienced based testing or error guessing
                                 

                              

                              
                                 • Automated software testing
                                 

                              

                           

                        

                     

                     
                        • Functional testing techniques (i.e., testing techniques used to confirm that the application under test (AUT) meets its functional requirements), which include:
                           
                           
                              
                                 • Equivalence partitioning
                                 

                              

                              
                                 • Boundary value analysis
                                 

                              

                              
                                 • Intrusive testing
                                 

                              

                              
                                 • Random testing
                                 

                              

                              
                                 • State transition testing
                                 

                              

                              
                                 • Static testing
                                 

                              

                              
                                 • Thread testing
                                 

                              

                              
                                 • Pairwise testing
                                 

                              

                           

                        

                     

                     
                        • Nonfunctional testing techniques (i.e., testing techniques used to verify that the (AUT) meets its nonfunctional requirements), which include:
                           
                           
                              
                                 • Configuration/Installation testing
                                 

                              

                              
                                 • Compatibility and interoperability testing
                                 

                              

                                 • Documentation and help testing
                                 

                              

                              
                                 • Fault recovery testing
                                 

                              

                              
                                 • Performance testing
                                 

                              

                              
                                 • Reliability testing
                                 

                              

                              
                                 • Security testing
                                 

                              

                              
                                 • Stress testing
                                 

                              

                              
                                 • Usability testing
                                 

                              

                              
                                 • Volume testing
                                 

                              

                           

                        

                     

                  
Where appropriate, examples illustrating the use of a particular test design technique are provided in the appendices.
               

            

            3.2 General Testing Techniques

            
               3.2.1 Positive and Negative Testing

               
                  Positive and negative testing are complementary testing techniques, and in practice both processes are likely to be used in the testing of a particular
                     AUT (see Figure 3.1, for example).
                  

                  The process of positive testing is intended to verify that a system conforms to its stated requirements. Typically, test cases
                     will be designed by analysis of the requirements specification document for the AUT. The process of positive testing must be performed to determine if the AUT is “fit for purpose,” and where the
                     application will be delivered to a customer, the process is likely to be a compulsory aspect of contractual acceptance.
                     
                        [image: 3.1]

                        
                           3.1 Examples of Positive and Negative Testing
                           

                        

                     

                     
                  
The process of negative testing is intended to demonstrate – “that a system does NOT do what it is not supposed to do.” That
                     is, test cases are designed to investigate the behavior of the AUT outside the strict scope of the requirements specification.
                     Negative testing is often used to test aspects of the AUT that have not been documented or that have been poorly or incompletely
                     documented in the specification.
                  

                  Because the requirements for software systems are frequently poorly specified (or possibly missing, such as is the case with
                     some legacy systems), it is likely that a certain amount of negative testing of the AUT will be required to provide confidence
                     in the operation of the application. This must be balanced against the need to be as effective and efficient as possible in
                     testing, because negative testing is an open-ended technique and is not bounded in terms of possible expended effort in the
                     same manner as positive testing.
                  

                  To illustrate the techniques of positive and negative testing consider the following extract (in Figure 3.1) from the specification for the operation of a compact disk player.
                  

               

               3.2.2 White Box and Black Box Testing

               
                  White box and black box testing are complementary approaches to testing the AUT that rely on the level of knowledge the test
                     analyst has of the internal structure of the software.
                  

                  White box tests are designed with the knowledge of how the system under test is constructed. For example, an analyst designing a test
                     case for a particular function that validates the input of an integer within a specified range of values may be aware that
                     the validation is performed using an “IF-THEN-ELSE” instruction, and so will structure the test to check that the appropriate
                     logic has been implemented. It is anticipated that the test analyst will have access to the design documents for the system
                     or other implementation documentation or will be familiar with the internal aspects of the system. Other sources of knowledge
                     may include familiarity with similar or related systems to the AUT.
                  

                  Black box tests are designed without the knowledge of how the system under test is constructed. This is not as unlikely an event as
                     it may at first seem. For example, the test analyst may be called upon to design regression tests for extensions to legacy applications where the system documentation has been lost, or to design acceptance tests for commercial-the-shelf (COTS) products or systems implemented by third-party developers. In black box testing, the design of test cases must be based
                     on the external behavior of the system. If requirements exist for the system, these must be tested against. Where there are
                     no requirements, then user guides or documentation describing how the system should behave can be used as the basis of test
                     design.
                  

                  The terms behavioral and structural testing (45) are often used synonymously with the terms black box and white box testing. In fact, behavioral test design is slightly different to black box testing, as the knowledge of how the system under test is constructed is not strictly
                     prohibited during test design, but is discouraged.
                  
Because knowledge of how the software was constructed is necessary for white box testing, this technique is typically used
                     during the early phases of the testing process where the programmer is responsible for designing and executing the tests (such
                     as unit testing – see Chapter 5). Black box techniques are typically used during the later phases of the testing process (such as system testing – see Chapter 7), where the test analyst may not have access to information about how the software was constructed or where the software
                     has been developed by a third party or brought in as COTS software. In practice, test analysts often use a mixture of black
                     and white box techniques in the design of test cases, in effect following a “grey box” or “translucent box” approach.
                  

               

               3.2.3 Experienced Based Testing

               
                  Experienced based testing is not in itself a testing technique, but rather a skill that can be applied to all of the other testing techniques to produce
                     more effective tests (i.e., tests that find defects).
                  

                  Also termed error guessing, experienced based testing is the ability to find errors or defects in the AUT by what appears to be intuition. In fact,
                     those testers who are effective at error guessing are actually using a range of techniques including:
                     
                     
                        
                           • Knowledge about the AUT, such as the design method or implementation technology
                           

                        

                        
                           • Knowledge of the results of any earlier testing phases (particularly important in regression testing)
                           

                        

                        
                           • Experience of testing similar or related systems (and knowing where defects have arisen previously in those systems)
                           

                        

                        
                           • Knowledge of typical implementation errors (such as division by zero errors)
                           

                        

                        
                           • General testing rules of thumb or heuristics.
                           

                        

                     
Experienced based testing is a skill that is well worth cultivating because it can make testing much more effective and efficient
                     – two extremely important goals in the testing process. As suggested by its title, the skill of experienced based testing
                     is obtained through experience, although there are some people who seem to have a natural flair for finding defects in software
                     systems.
                  

               

               3.2.4 Automated Software Testing

               
                  Although strictly speaking not a testing technique, automated testing is included in this section for the sake of completeness.
                  

                  The majority of test automation tools1 allow reusable tests to be created by recording the expected behavior of the AUT under its typical operation, then subsequently
                     replaying those tests (against a later build or release of the software) to compare the observed behavior against the expected
                     behavior (i.e., the originally recorded behavior). Where the observed behavior differs from the expected behavior, the tool logs this event and allows the tester
                     to analyze how and why the differences have occurred.
                  

                  Automated tools exist that support both the testing of functional and nonfunctional aspects of the AUT, such as testing against
                     the functional requirements for the AUT and performance, load, volume, and stress testing (see [23], for example).
                  

                  A significant benefit of such tools is their ability to operate unattended (e.g., to run overnight or over the weekend), providing significant gains in productivity for the testing task. Automated
                     tools can also provide additional confidence in the AUT by allowing more tests to be executed in the same time as that taken
                     for an equivalent manual test.
                  

                  The principal use of such tools is in regression testing (see Chapter 11) or retesting of the AUT, where it becomes possible to rerun all of the previously generated tests against the application
                     following modification or extension of the software, rather than the typical manual approach of attempting to assess the impact
                     of the modifications on the AUT and selecting a “representative” subset of the tests to run. This is of particular benefit
                     where an iterative approach to software development (8) has been adopted, because there is typically a demanding requirement to regression test the deliverables from earlier iterations.
                  

                  Although these tools have many potential benefits, they will not be appropriate for all testing tasks, and a critical review
                     and evaluation of the advantages and disadvantages must be undertaken before their introduction. Appendix O provides both
                     a scheme and a set of criteria to support the process of evaluating automated software testing tools.
                  

                  Examples of where automated testing tools may be particularly appropriate include:
                     
                     
                        
                           • Testing of applications that have a rapid build and release cycle
                           

                        

                        
                           • Testing of applications that have to be delivered across diverse platforms
                           

                        

                        
                           • Testing of applications with complex GUI and/or client server architectures
                           

                        

                        
                           • Testing of applications that require thorough, rigorous, repeatable testing (e.g., safety critical, business critical or security
                              critical systems)
                           

                        

                        
                           • Where there is a need to reduce testing timescales and effort
                           

                        

                        
                           • Where there is a need to do more thorough testing in the same timescales.
                           

                        

                     
Where automated testing tools are adopted, they must be integrated with the existing testing management process and not just
                     “tacked on” to the current process with the expectation that they will provide instant benefits.
                  

                  Finally, although it is possible to gain rapid benefits from the introduction of automated tools (see, e.g., [17]), typically the benefits such tools bring will not be realized during their initial use, because the tools will require
                     integration into the existing testing process and there will be learning curve issues to overcome. However, it is important
                     that organizations persevere with their use, otherwise such tools are likely to quickly become “Shelfware” and the initial investment in the tool and its use will be lost.
                  

                  References (22) and (23) provide typical examples of such automated testing tools, whereas case studies in Chapters 17 and 19 provide examples of the successful use of such tools.
                  

               

            

            3.3 Functional Testing Techniques

            
               3.3.1 Equivalence Partitioning

               
                  This technique relies on the fact that inputs and outputs from the AUT (which can include environment variables and logical
                     operations) can be grouped or partitioned into coherent groups or classes, and that all instances of these classes will be treated in the same manner by the system.
                     The principal assumption of this technique is that testing one instance of the class is equivalent to testing all of them.
                  

                  The skill in using this technique lies in identifying the partition of values and selecting representative values from within
                     this partition, and in deciding how many values to test.
                  

                  There are a number of graphical methods that can be used to support this technique, which involve visualizing the partition
                     and tabulating the test cases and their values (Appendix K provides a worked example that demonstrates the technique of equivalence
                     partitioning).
                  

               

               3.3.2 Boundary Value Analysis

               
                  Boundary value analysis is a closely related technique to equivalence partitioning and relies on the same underlying principle – that inputs and
                     outputs can be grouped into classes and that all instances of these classes will be treated similarly by the system.
                  

                  Where equivalence partition deals with selecting representative values from within the class, boundary value analysis focuses
                     on testing values from the boundary of the class. Specifically, the technique will design a test case for the boundary value itself, plus a test case for one significant value on either side of the boundary.
                  

                  In practice, boundary value analysis and equivalence partitioning are used together to generate a complete set of test cases
                     providing tests of the “edges” of the ranges of values as well as values from the “body” of the range of values.
                  

                  As with equivalence partitioning, there are a number of graphical methods that can be used to support boundary value analysis,
                     which involve visualizing the boundary (or boundaries) and tabulating the test cases and their values. (Appendix L contains
                     a worked example that demonstrates the technique of boundary value analysis.)
                  

                  In practice, when using boundary and/or equivalence techniques, the test analysts may face a combinatorial explosion in terms
                     of the seemingly infinite number of possible combinations of values when considering the interaction between the different variables within the AUT. One possible
                     solution the test analyst can use to control this complexity is the use of pairwise testing (Section 3.3.8).
                  

               

               3.3.3 Intrusive Testing

               
                  As the name suggests, intrusive testing involves the deliberate modification of the AUT or its behavior for the purposes of testing.
                  

                  For example, where the result of a test would not be visible to the tester (such as the modification of the value of a variable
                     that would not be displayed to the user during the execution of the AUT), the test analyst may introduce additional statements
                     into the application to display the value of the variable. Other examples include directly setting the values of variables
                     using symbolic debuggers or deliberately triggering error conditions within the AUT.
                  

                  Clearly, any modifications made to the system for the purpose of testing must not be delivered to the customer/user of the
                     system. Therefore rigorous change control and configuration management is essential.
                  

                  Although this technique can be useful during testing, there is a fundamental objection to this form of testing, which is what
                     you deliver after testing is not what you actually tested.
                  

                  This technique should be used with extreme caution as there are many examples of systems that have been released containing
                     changes introduced during intrusive testing that have manifested themselves during normal operation of the system.
                  

               

               3.3.4 Random Testing

               
                  Random testing is one of the few techniques for automatically generating test cases. Test tools are used to provide a harness
                     for the AUT, and a generator produces random combinations of valid input values, which are input to the AUT. The results generated by each input are logged and the inputs
                     and their respective results can be inspected following testing for defects.
                  

                  Although it is relatively straightforward to automate the process of providing inputs and stimulating the AUT, it is difficult
                     to automate the process of checking the outputs, which can make this a particularly labor-intensive process (as well as introducing
                     the likelihood of human error). Depending on the approach employed, it may also be difficult to reproduce the results of a
                     particular series of random tests. As a result, random testing is not a commonly used technique, but is one that is particularly
                     appropriate to automated testing tool support.
                  

                  Where it is used, this technique can be highly effective in identifying obscure defects; however, random testing should not
                     be used as a substitute for other systematic testing techniques, but rather it should be considered an adjunct to the more
                     rigorous techniques.
                  

               
3.3.5 State Transition Analysis

               
                  This technique models the AUT in terms of the states the system can be in, the transitions between those states, the actions
                     that cause the transitions, and the actions that may result from the transitions.
                  

                  In designing test cases, state transition information can be derived from the requirements document, or may be documented in the design for those development methods
                     that support state transition notations (such as the Unified Modeling Language or UML [6]).
                  

                  Test cases are designed to exercise transitions between states and specify:
                     
                     
                        
                           • The initial state
                           

                        

                        
                           • The inputs to the system
                           

                        

                        
                           • The expected outputs
                           

                        

                        
                           • The expected final state.
                           

                        

                     
As well as being useful in positive testing, this technique is particularly useful in negative testing, as the process of
                     considering the system states and transitions will often suggest tests covering issues either overlooked or poorly specified
                     in the specification document.
                  

                  A number of graphical methods can be used to support this technique that involve visualizing the states and their transition.
                     (Appendix M contains a worked example that demonstrates the technique of state transition analysis.)
                  

               

               3.3.6 Static Testing

               
                  As the name implies, static testing does not involve executing or running the AUT, but deals with inspecting the system in isolation.
                  

                  There are a number of methods and tools typically used in static testing:
                     
                     
                        
                           • Code review and inspection (by members of the development team)
                           

                        

                        
                           • Code walk-through (using paper and pen evaluation)
                           

                        

                        
                           • Static analysis tools (such as syntax and style checkers – see, e.g., [60])
                           

                        

                        
                           • Complexity estimating tools (such as cyclic complexity analysis tools).
                           

                        

                     
Static testing usually takes place early in the testing process, and is particularly appropriate as an adjunct to unit testing.
                     See (24) for further information on static testing.
                  

               

               3.3.7 Thread Testing

               
                  This technique is used to test the business functionality or business logic of the AUT in an end-to-end manner, in much the
                     same way a user or an operator might interact with the system during its normal use.
                  
For example, if the AUT is a library system for managing the book lending process, one particular thread to test might be a request for a particular book. The process might involve the following steps:
                     
                     
                        
                           • The operator logging onto the system
                           

                        

                        
                           • Validation of the operator privileges
                           

                        

                        
                           • Entry of the details of the book being requested
                           

                        

                        
                           • Validation of the book details
                           

                        

                        
                           • Access to the database to verify the availability of the book
                           

                        

                        
                           • Modification of the database to show that the book has now been borrowed
                           

                        

                        
                           • Printing of the appropriate paperwork to conclude the transaction.
                           

                        

                     
This technique contrasts with earlier testing phases (such as unit and integration testing) where the tester is likely to
                     have been more interested in the correct functioning of the object under test rather than on its business logic.
                  

               

               3.3.8 Pairwise Testing

               
                  As we discussed in Chapter 1, even with tool support it is a virtual impossibility to completely test all of the possible states that even moderately
                     simple software can assume.
                  

                  Where there are a number of different parameters that can be in a number of different states in a program, it appears that
                     the two most effective approaches for finding defects are to change the state of a single parameter or to change the state
                     of a pair of parameters (75). The tester sees diminishing returns in executing tests involving three or more parameters; with increasing test effort
                     there are decreasing benefits in terms of finding defects.
                  

                  The technique of pairwise testing (also termed all-pairs testing) looks to select a subset of all possible pairs of parameters and combinations of values to provide the most effective test
                     coverage. Used in combination with the other test design techniques discussed within Section 3.3, pairwise testing provides
                     good results in terms of identifying defects. (Appendix N contains a simple worked example that demonstrates the technique
                     of pairwise testing).
                  

                  In practice, for testing complex applications involving large numbers of parameters and possible states, the technique of
                     pairwise testing may become unwieldy for manual test case design. Under such circumstances, there are numerous tools available
                     that can be used to support the technique of pairwise testing (e.g., [76]).
                  

               

            

            3.4 Nonfunctional Testing Techniques

            
               3.4.1 Configuration/Installation Testing

               
                  Configuration/Installation testing is used to ensure that hardware and software have been correctly installed, all necessary file and connections have been created, all appropriate data files have been loaded (such as database and/or
                     historic information), system defaults have been correctly set, and interfaces to other systems or peripheral devices are all working.
                  

               

               3.4.2 Compatibility and Interoperability Testing

               
                  Compatibility testing verifies that when the AUT runs in the live environment, its operation does not impact adversely on other systems and vice
                     versa. It is often required when a new system replaces an existing system, which had previously interacted with one or more
                     other systems.
                  

                  Interoperability testing verifies that when the AUT runs in the live environment it is able to communicate successfully with other specified systems
                     (such as invoking, passing data to, or receiving data from another system).
                  

               

               3.4.3 Documentation and Help Testing

               
                  The testing of the documentation and help facilities of the AUT are frequently overlooked aspects of testing the complete system. The testing of these items is often
                     omitted from the testing process (because of lack of time or resources), because it is thought to be outside the scope of
                     the testing process or through simple carelessness. In fact, these aspects of the AUT may be vital to its successful operation
                     and use, particularly for new or naive users of the system.
                  

                  User documentation and help system information should be checked for conformance to the requirements specification document.
                     Specific testing techniques involve review of the documentation, cross-referencing checks (e.g., against the document contents
                     and index sections), and thread testing of typical user help scenarios.
                  

               

               3.4.4 Fault Recovery Testing

               
                  Fault recovery testing verifies that following an error or exception (such as a system crash caused by loss of power), the AUT can be restored to
                     a “normal” state, such as the initial state of the application when it is first executed, and that the AUT can continue to
                     perform successfully. Fault recovery testing may also be used to verify the successful rollback and recovery of the data used
                     or manipulated by the AUT following an error or exception.
                  

               

               3.4.5 Performance Testing

               
                  Performance testing is traditionally a problem area because system performance is frequently poorly specified and can be measured using a variety of different criteria, including:
                     
                     
                        
                           • User response times
                           

                        

                        
                           • System response times
                           

                        

                        
                           • External interface response times
                           

                        

                           • Central processor unit (CPU) utilization
                           

                        

                        
                           • Memory utilization.
                           

                        

                     
In conducting performance testing it is essential to have a “performance model” that specifies what aspect of system performance is being tested, what the performance requirements are, how they can vary
                     under typical system usage, and how they will be tested. Once the performance model is established, the test analyst can design
                     clearly defined test cases based on this information.
                  

                  Another challenge in performance testing is the difficulty in accurately representing the test environment. For example, where
                     there are likely to be large numbers of concurrent users and/or large amounts of data, it may be impractical or infeasible
                     to set up and conduct realistic performance testing. Furthermore, recreating such a complex test environment to reproduce
                     the test results or to rerun the tests against a new build or release of the AUT will be extremely difficult.
                  

                  Because of these difficulties, performance (and volume and stress) testing is often conducted using automated testing tool
                     support. Examples of such tools include “low-level” performance testing tools (such as [44]) that are able to identify sections of the AUT that are executed frequently and that may need to be optimized to improve
                     application performance, or “high-level” tools that can simulate very large numbers of users and their typical tasks to realistically
                     exercise the AUT (see [23]).
                  

               

               3.4.6 Reliability Testing

               
                  Reliability testing involves executing tests to ensure the robustness and reliability of the AUT under typical usage. Reliability
                     testing typically includes integrity and structural tests.
                  

                  Integrity tests focus on verifying the AUT's robustness (resistance to failure), compliance to language, syntax, and resource usage. For
                     example, a particular unit could be executed repeatedly using a test harness to verify that there are no memory leak problems.
                     Integrity tests can be designed, implemented, and executed during any testing phase.
                  

                  Structure tests focus on verifying the AUT's adherence to its design and formation. For example, a structure test could be designed for Web-enabled
                     applications to ensure that all links are connected, appropriate content is displayed, and there is no orphaned content.2

               

               3.4.7 Security Testing

               
                  Depending on the intended role of the AUT, requirements may exist that specify the need to ensure the confidentiality, availability,
                     and integrity of the data and software. Security testing is intended to test whether the features implemented within the AUT provide this required level of protection.
                  

                  Security testing is mainly concerned with establishing the degree of traceability from the requirements through implementation,
                     and in the validation of those requirements. Where particularly rigorous security testing is necessary, it is typically conducted
                     by a dedicated team whose role is to evaluate the conformance of the AUT to the particular security requirements. Such teams
                     may also verify that a standard approach or formal process has been followed in the development of the AUT.
                  

                  Security tests can be designed, implemented, and executed within any testing phase but are typically conducted at system test
                     and rerun during user acceptance testing.
                  

               

               3.4.8 Stress Testing

               
                  Stress testing (also termed load testing – [45]) examines the ability of the system to perform correctly under instantaneous peak loads with the aim of identifying defects
                     that only appear under such adverse conditions. For example, if the specification for the AUT states that the system should
                     accept thirty simultaneous users, what happens if a thirty-first user attempts to log on? Similarly, what happens if all thirty
                     users attempt to log on simultaneously?
                  

                  Simulation is a frequently used method in stress testing. In the previous example, it would be difficult from a planning and resource
                     perspective to have thirty real-life users simultaneously logging on at thirty terminals; however, it may be more realistic
                     to simulate thirty virtual users performing this activity.
                  

                  It is also worth considering tool support for stress testing, and there are several software testing tools that automate the
                     process, some of which also incorporate simulation techniques (e.g., [23]).
                  

               

               3.4.9 Usability Testing

               
                  The topic of software usability is increasingly important, particularly with the increase in popularity of visual programming environments and the use of
                     development techniques such as user-centered design (9) and rapid prototyping (12).
                  

                  Users themselves are also becoming increasingly sophisticated in their expectations of what a user interface should do for
                     them and how it should support their business activities in a consistent and intuitive manner. Conversely, this must always
                     be balanced by the inevitable occurrence of users unfamiliar with computer systems but who are still expected to be able to
                     use a particular application with little or no guidance or training.
                  

                  Specific techniques employed in usability testing include:
                     
                     
                        
                           • Conformance checks – testing the application against agreed user interface (UI) standards (such as the Microsoft Windows standards – [10])
                           

                        

                           • User-based surveys – psychometric testing techniques to analyze user perceptions of the system (such as that documented in [11])
                           

                        

                        
                           • Usability testing – where users are asked to perform a series of specified business tasks with the AUT under controlled conditions
                              in order to test the usability goals or requirements of the AUT.
                           

                        

                     
Appendix P describes usability testing in greater detail and provides an overview of one particular approach to usability
                     testing. Also see (9) for a definitive treatment of usability.
                  

               

               3.4.10 Volume Testing

               
                  Volume testing (sometimes also termed “flood testing” – [45]) examines the system's ability to perform correctly using large volumes of data with the aim of identifying defects that
                     only appear under such conditions.
                  

                  Typically at the lower levels of testing (such as unit and integration testing) a representative sample or copy of the data
                     the system will process is used. Only at the higher levels of testing (such as system and acceptance testing) is live data likely to be used. This may be an important issue where a system is expected to process particularly large quantities of
                     data, because the ability of the system to function correctly under these circumstances will need to be tested.
                  

                  Volume testing may involve rerunning appropriate tests from earlier testing phases (e.g., from the unit or integration reuse
                     packs – see Appendix I), in addition to designing new test cases. One particular volume testing technique involves repeatedly
                     running the same test while increasing the volume of data involved at each iteration to identify the point at which the system
                     fails to cope with the volume of data.
                  

                  The terms volume testing and stress testing are frequently confused with each other. Myers in (2) provides a useful typing analogy to help distinguish between these techniques: volume testing will confirm that a
                     typist can cope with a very large document; stress testing will confirm that the typist can manage to enter forty words per
                     minute.
                  

               

            

            3.5 Further Reading on Testing Techniques

            
               The following references provide additional information on testing techniques and their role within the testing process.

               The Beizer book (43) provides extensive information on testing techniques, as does the Kit text (42), although set in a process improvement context.
               

               The testing unit of M301 (the third-level Open University Software Engineering course – [24]) provides a thorough treatment of testing techniques (and in particular on static analysis and review techniques) within
                  the context of a formal engineering approach to software development, test, and deployment.
               
Reference (46) provides descriptions of the common testing techniques within the context of an end-to-end software development process.
               

               Reference (45) provides an extensive and thorough coverage of software testing techniques, with particular emphasis on a quality assurance
                  approach to validation and verification (V&V) of the AUT.
               

            

            
               
                  1 Other examples of test automation tools include those where the test is created using a simple scripting language such as
                     (47).
                  

               

               
                  2 Orphaned content are those files for which there is no “inbound” link in the current Web site, that is, there is no way to
                     access or present the content.
                  

               

            

         

      

   
      
            4 The Management and Planning of Testing

            
               
                  “Plans are worthless, the process of planning is invaluable”

                  – Eisenhower

               

            

            4.1 Introduction

            
               This chapter deals with the issues associated with the organization, management, and high-level planning of the testing process.
               

               A generic approach to organizing the testing process is described, which can be applied to businesses involved in developing
                  and/or testing software. The chapter discusses the implications for the testing process of the size of the business, its prevailing
                  quality culture, and (where appropriate) the maturity of its software development process.
               

               The case studies in Part 2 of this book provide specific examples of how a number of different businesses have customized
                  this generic approach in response to their own particular organizational, management, and testing requirements.
               

               This chapter also considers a number of key requirements that must be considered in implementing a rigorous, effective, and
                  efficient testing process: the need for configuration management, defect tracking, and the need to ensure that each of the
                  requirements of the application under test (AUT) has been verified. The issues associated with each of these requirements are discussed, and recommendations for supporting
                  them are provided.
               

               The chapter concludes with a discussion of the role of risk-based testing and its use in the management and planning of testing
                  projects.
               

               This chapter is structured as follows:
                  
                  
                     
                        • Section 4.2 discusses the high-level organization of the testing process, the roles that are required and their interrelationships,
                           and provides a diagram summarizing this information
                        

                     

                     
                        • Section 4.3 provides specific details of the roles and responsibilities of the staff involved in a testing program
                        

                     

                        • Section 4.4 reviews the individual testing phases that comprise the complete testing cycle from unit testing through acceptance testing, and including regression testing

                     

                     
                        • Section 4.5 describes the V Model, its role in the management of testing, and its use in the process of planning the testing activities and in controlling
                           risk
                        

                     

                     
                        • Sections 4.6, 4.7, and 4.8 consider the need for requirements management, configuration management, and defect tracking in
                           the testing process, and make recommendations for supporting these requirements
                        

                     

                     
                        • Section 4.9 briefly reviews the role of risk-based testing in the management and planning of testing and provides a number
                           of references that provide further information on this subject.
                        

                     

                  

               

            

            4.2 The Organization of Testing

            
               One of the first steps in implementing a testing process is to consider the high-level organization of the staff involved in testing, their relationship to each other, and how the testing process will integrate with the existing
                  management structure of the business.
               

               The guiding principle in establishing the high-level organization is that there are a series of activities common to all testing
                  tasks, which must be managed effectively and efficiently to ensure they are completed on time, to budget, and to an acceptable
                  level of quality.
               

               The challenge facing the majority of businesses involved in implementing a testing process is that this task cannot take place
                  in isolation; there will be existing departments and groups within the company with which the testing process must integrate,
                  and existing staff who will need to participate in the testing process. For example, many businesses incorporate the management
                  of the testing process into the existing information technology (IT) group. Alternatively, for those businesses with a well-established
                  quality culture, the testing process is often managed from within the quality assurance (QA) group.
               

               Further issues to be considered include the size and complexity of the business, the geographic distribution of offices, and
                  the balance of software developed/extended in-house, developed under contract by a third party, and bought-in as commercial off-the-shelf (COTS) products. All of these factors will affect the size and role of the testing process within a particular business.
               

               Figure 4.1 provides a generic view of the organization of the testing process. Chapters 15 to 20 provide specific examples of how a number of different businesses have implemented the organization of their testing process
                  based on their own particular organizational, management, and testing requirements. The testing roles shown in Figure 4.1 and their specific responsibilities are documented in the following section.
                  
               

            

               [image: 4.1]

               
                  4.1 Organization of the Testing Program
                  

               

            

            4.3 Roles and Responsibilities

            
               4.3.1 Overview

               
                  This section describes the roles of the staff involved in the testing process, their individual responsibilities, and their
                     requirements for reporting and liaison.
                  

                  It is important to note when reading the following paragraphs that it is possible for a single person to assume more than
                     one role within any given testing process. For example, in a small organization in which there are few testing staff, a single
                     person could assume the roles of both test analyst and tester on a testing project. Similarly, the responsibilities of the test manager and test team leader could be assumed by one person if there was only one testing task or project to manage. The notable exception to this is
                     the independent test observer, who must maintain complete independence from the testing project and its progress.
                  

                  It is also possible for a single person to assume different roles on different projects. For example, a test analyst on one
                     project could perform the role of test team leader on another. Again, this will depend on the size of the business and the
                     number of staff involved in testing.
                  

                  In addition to the traditional roles described in the following paragraphs, Section 4.3.7 describes a number of additional
                     roles it may be beneficial to include in testing projects with particular characteristics or requirements – such as a project
                     in which automated testing tools are employed (see [23] for example).
                  

                  Concise terms of reference for the traditional testing roles described in this chapter can be found in Appendix A.

               
4.3.2 Testing Manager

               
                  The testing manager has the authority to administer the organizational aspects of the testing process on a day-to-day basis, and is responsible
                     for ensuring that the individual testing projects produce the required products (i.e., the outputs from the testing phases,
                     including the fully tested AUT), to the required standard of quality and within the specified constraints of time, resources,
                     and cost.
                  

                  The testing manager is also responsible for liaising with the development teams to ensure that they follow the unit and integration testing approach documented within the process. The testing manager will also liaise with the independent test observer(s) to receive
                     reports on those testing projects that have failed to follow the testing process correctly.
                  

                  The testing manager will report to a senior manager or director within the organization, such as the quality assurance (QA)
                     manager, chief information officer (CIO), or information technology (IT) director. In larger organizations, and particularly
                     those following a formal project management process (such as that described in [3]), the testing manager may report to a testing program board, which is responsible for the overall direction of the project management of the testing program.1 (Appendix A contains details of a typical testing program board.)
                  

                  The testing manager may also be called upon to formally represent his or her parent organization during acceptance testing
                     of bespoke software developed by a third-party company, or COTS products acquired from a vendor. In this capacity, the testing manager will be expected to represent the interests of his or her organization
                     as well as cosigning any acceptance test certificate documentation (see Appendix H).
                  

                  The position of testing manager may be implemented as a part-time role, which is given as an additional responsibility to
                     an existing senior manager or director (such as the QA manager, CIO, or IT director). This will be particularly likely for
                     smaller organizations, where the total number of staff involved in testing is relatively low.
                  

               

               4.3.3 Test Team Leader

               
                  The test team leader is given the authority to run a testing project. Her or his responsibilities include tasking one or more test analysts and
                     testers, monitoring their progress against agreed plans, setting up and maintaining the testing project filing system, and
                     ensuring the generation of the testing project artifacts, including:
                     
                     
                        
                           • The test plan document, which will be used as the basis of project management control throughout the testing process. (Appendix C contains a specimen
                              test plan document template.) This document will be produced by the test team leader and will be approved by the testing manager
                           

                        

                        
                           • The test specification document, which will detail the approach to testing the AUT, the resources needed, the testing environment, the evaluation criteria
                              and acceptable defect frequencies, halting criteria, etc. (Appendix D contains a specimen test specification document template.)
                              Although the test team leader is responsible for ensuring that this document is produced, responsibility for its completion
                              may be delegated to a test analyst.
                           

                        

                     

                  

                  The test team leader reports to the test manager, and is reported to by one or more test analysts and testers. The test team
                     leader will liaise with the independent test observer (e.g., to discuss their availability to attend a particular test), and
                     (where appropriate) the development team leader (in order to undertake early planning of the testing project and preliminary
                     test design, and to determine the availability of the AUT for testing). During acceptance testing, the test team leader will
                     also be responsible for liaising with the user representative and operations representative to obtain one or more users to perform user and/or operations acceptance testing.
                  

               

               4.3.4 Test Analyst

               
                  The test analyst is responsible for the design and implementation of one or more test scripts (and their associated test cases), which will be used to accomplish the testing of the AUT. (Appendix E contains a specimen test script template, whereas Chapter 3 provides guidance on test case design.)
                  

                  The test analyst may also be called upon to assist the test team leader in the generation of the test specification document.

                  During the design of the test cases, the test analyst will need to analyze the requirements specification for the AUT to identify specific requirements that must be verified. During this process the test analyst will need to prioritize
                     the test cases to reflect the importance of the feature being verified and the risk (see Section 4.9) of the feature failing
                     during normal use of the AUT. The approach adopted can be as simple as assigning a high, medium, or low value to each test
                     case. This is an important exercise to undertake, because such an approach will assist the test team leader in focusing testing
                     effort should time and resources become critical during testing.
                  

                  At the completion of the testing project, the test analyst is responsible for the back-up and archival of all testing documentation and materials, as well as the creation of a testing reuse2 pack (Appendix I). These materials will be delivered to the test team leader for filing. The test analyst is also responsible for completing a test summary report briefly describing the key points of the testing project.
                  

                  The test analyst reports to the test team leader and liaises with one or more testers to brief them on their tasks before
                     testing of the AUT commences.
                  

               

               4.3.5 Tester

               
                  The tester is primarily responsible for the execution of the test scripts created by the test analyst, and the interpretation and documentation
                     of the results of the test cases.
                  

                  Prior to the execution of the test scripts, the tester will set up and initialize the test environment, including the test
                     data and test hardware, plus any additional software required to support the test (such as simulators and test harnesses).
                  

                  During test execution, the tester is responsible for filling in the test result record forms (TRRFs – see Appendix F) to document the observed result of executing each test script, and for cosigning the bottom of each
                     TRRF with the independent test observer to confirm that the test script was followed correctly and the observed result recorded
                     accurately. In interpreting the results of executing a test script, the tester will make use of the description of the expected
                     result recorded on the test script, the test result categories specified in the test specification document, and his or her own personal experience. The tester is also responsible for
                     the recovery of the test environment in the event of failure of the system.
                  

                  Following test execution, the tester is responsible for the back-up and archival of the test data, any simulator or test harness
                     software, and the specification of the hardware used during testing. These materials will be delivered to the test team leader
                     for filing. (In practice, much of this material will be provided to the test team leader in electronic format, on digital
                     optical disk, or copied to a shared area on a computer server.) The tester will also deliver the completed TRRFs to the test
                     team leader.
                  

                  The tester reports to the test team leader and liaises with the test analyst and the independent test observer.

               

               4.3.6 Independent Test Observer

               
                  In general terms, the independent test observer is responsible for providing independent verification that correct procedures (i.e., those specified in the testing process for the organization) are followed during the testing
                     of the AUT.
                  

                  Specifically during testing, the independent test observer is responsible for ensuring that the tester executes the tests
                     according to the instructions provided in the test scripts, that he or she interprets the observed result correctly according
                     to the description of the expected result, and where the observed and expected results differ, that the tester records the
                     correct test result categories score for the defect (as specified in the test specification document).
                  
In organizations where there is a formal quality assurance group, independent test observers may be drawn from the ranks of
                     the quality assurance representatives (QARs). In smaller organizations or where there is not such a strong quality culture, the independent test observer may be a member
                     of staff drawn from another group or project within the organization. The key criteria in selecting an independent test observer
                     is that she or he must be impartial and objective, that is, he or she must not have any other responsibilities within the
                     project, be affected by the progress of the project, and be able to accurately report any failure to follow the testing process
                     to the testing manager.
                  

                  The independent test observer liaises with the testing manager to report any deviations from the testing process, liaises
                     with the test team leader to schedule attendance at the test execution, and liaises with the tester to confirm the result
                     of executing an individual test script and to cosign the test result record form. The independent test observer may also be
                     invited to review some of the testing project artifacts produced during the testing project, such as the test specification
                     document or test script(s) as part of the quality assurance process for the testing project.
                  

               

               4.3.7 Supplementary Testing Roles

               
                  Depending on the specific testing requirements of a particular testing project, it may be appropriate to include a number
                     of additional testing roles.
                  

                  In practice, the responsibilities given to each of these supplementary testing roles may be assigned to existing testing roles
                     within the project. This will depend on the size of the testing project, the number of testing staff available, the amount
                     of testing that is required, and the duration of the testing project. A review of the case studies presented in Part 2 of
                     this book will provide additional insights into how organizations and testing teams of varying sizes and with a wide variety
                     of testing requirements have organized their roles and responsibilities to support effective and efficient testing.
                  

                  The supplementary testing roles covered in this section include: test automation architect, automation analyst, and exploratory tester.
                  

                  Test Automation Architect

                  
                     The test automation architect has the following responsibilities:
                        
                        
                           
                              • Definition of the test automation architecture
                              

                           

                           
                              • Specification of all hardware and software configurations needed
                              

                           

                           
                              • Assisting the test team leader to plan any programming and set-up tasks needed to install a new automation environment, including
                                 deploying the testing tools and environment-specific support code.
                              

                           

                        

                     

                     The test automation architect reports to the test team leader and liaises with the test analyst (test automation analyst –
                        see next section) and testers.
                     

                  
Test Automation Analyst

                  
                     The test automation analyst has the following responsibilities:
                        
                        
                           
                              • Implementation of automated tests as specified in the test specification document and any supplementary design documents
                              

                           

                           
                              • Implementation of test support code required for efficiently executing automated tests
                              

                           

                           
                              • Setting up and executing automated tests against the AUT
                              

                           

                           
                              • Reviewing the automated test log following testing to identify and report on defects found within the AUT during testing.
                              

                           

                        

                     

                     The test automation analyst reports to the test team leader and liaises with the test automation architect.

                  

                  Exploratory Tester

                  
                     The exploratory tester has the following responsibilities:
                        
                        
                           
                              • Autonomous testing of a product without following a specified set of test cases
                              

                           

                           
                              • Focusing on finding the highest severity defects in the most important features of the system using a risk-based testing approach.
                              

                           

                        
This role requires a high degree of testing expertise, as well as knowledge about the AUT (such as the design method or implementation
                        technology), knowledge of the results of any earlier testing phases (particularly important in regression testing), experience
                        of testing similar or related systems (and knowing where defects have arisen previously in those systems), knowledge of typical
                        implementation errors (such as division by zero errors), and general testing rules of thumb or heuristics. Although there
                        are no detailed test cases to follow, an exploratory tester may follow a specified general strategy based on a combination
                        of previously mentioned skills and experience.
                     

                     The exploratory tester role is especially useful in testing projects with particularly demanding timescales (such as e-business
                        development projects) and testing projects where it is essential to find show-stopping defects before release to the client.
                     

                  

               

            

            4.4 The Testing Phases

            
               4.4.1 Overview

               
                  This section describes the management issues associated with each of the phases of testing that the AUT undergoes during its
                     development lifecycle. For each testing phase, the following items are covered:
                     
                     
                        
                           • A brief overview of the testing phase
                           

                        

                           • A discussion of who is responsible for conducting the testing within that phase
                           

                        

                        
                           • A discussion of who is responsible for managing the testing within that phase
                           

                        

                        
                           • A discussion of the requirements for independent observation of the results of testing.
                           

                        

                     
Chapters 5 to 11 describe in detail all aspects of each of the testing phases covered in the following sections (including their common synonyms),
                     and Appendix B contains a set of one-page testing guides, which can be used to provide summary advice and support to staff
                     involved in the various phases of software testing.
                  

                  This section concludes with a discussion of an important aspect of the management of testing and of each testing phase, that
                     is, when to stop the testing process. The traditional halting criteria are reviewed and a number of practical examples are
                     also discussed.
                  

               

               4.4.2 Unit Testing

               
                  Unit testing (also termed “software component testing”) represents the lowest level of testing that the AUT can undergo, and it is conducted to ensure that reliable program units3 (or software components) are produced that meet their requirements.
                  

                  Unit testing is typically conducted by the development team and specifically by the programmer who coded the unit, who is
                     responsible for designing and running a series of tests to verify that the unit meets its requirements.
                  

                  The development team leader has responsibility for ensuring the unit testing is completed, and will be responsible for incorporating
                     the testing task into the overall development plan and monitoring progress against that plan. Because of this, it is unlikely
                     that the development team leader will need to produce detailed test plan and test specification documents for unit testing
                     (particularly as the testing resources are likely to be provided from within the existing development team).
                  

                  The results of unit testing should be formally documented using a test result record form, which will be filed by the development
                     team leader. The development team leader may also produce a reuse pack (Appendix I) to allow selected unit tests to be rerun
                     during the later phases of testing or during regression testing of the AUT.
                  

                  “Independent” observation of the testing process is likely to be performed by the development team leader or by another member
                     of the team, who will be expected to countersign the appropriate test result record form to confirm that the correct procedures
                     (i.e., those specified in the testing process) were followed during the testing of the AUT. If the organization has a particularly
                     well-established quality culture, observation of the testing may be performed by a quality assurance representative assigned
                     to assure the quality of the development project.
                  

                  Chapter 5 provides comprehensive details of all aspects of unit testing.
                  

               
4.4.3 Integration Testing

               
                  The objective of integration testing is to demonstrate that the modules that comprise the AUT interface and interact together in a correct, stable, and coherent
                     manner.
                  

                  The development team typically conducts integration testing, with responsibility for managing the testing falling to the development
                     team leader. Occasionally in large organizations with well-established quality and/or mature software development and testing
                     processes, integration testing will be conducted by a dedicated testing team, who will be responsible for all aspects of the testing.
                  

                  Where the development team is responsible for integration testing, the development team leader has responsibility for ensuring
                     the integration testing is completed, and will be responsible for incorporating the testing task into the overall development
                     plan and monitoring progress against that plan. Because of this, it is unlikely that the development team leader will need
                     to produce detailed test plan and test specification documents (particularly as the testing resources are likely to be provided
                     from within the existing development team).
                  

                  The results of integration testing should be formally documented using a test result record form, which will be filled by
                     the development team leader. The development team leader should also produce a reuse pack (Appendix I) to allow selected integration
                     tests to be rerun during the later phases of testing or during regression testing of the AUT.
                  

                  During integration testing and the later testing phases, it is increasingly important that truly independent observation of
                     the testing process is performed. An independent test observer may be drawn from another development project or, if the organization
                     has a particularly well-established quality culture, independent observation may be performed by a quality assurance representative
                     assigned to assure the quality of the development project. Even where a dedicated testing team performs the testing, independent
                     observation is essential.
                  

                  Another key issue to consider is the need to manage the user4 expectations regarding the look and feel, and operation and performance of the AUT. Many applications have successfully reached
                     acceptance testing only to encounter difficulties because the user is dissatisfied with some aspect of the AUT (even though
                     the software has already demonstrably satisfied its requirements during the earlier testing phases). Similarly, it is also
                     possible for the requirements to have been misinterpreted and for the specification to be incorrect. The development team
                     leader must consider inviting the user representative to the integration test (and even unit testing) in an informal capacity
                     to observe the testing process. In this way, the user representative will be exposed to the AUT prior to formal acceptance
                     testing, and any show-stopping issues can be discussed and resolved in a timely manner.
                  

                  Chapter 6 provides comprehensive details of all aspects of integration testing.
                  

               
4.4.4 System Testing

               
                  The fundamental objective of system testing is to establish confidence that the AUT will be accepted by the users (and/or operators), that is, that it will pass its
                     acceptance test.
                  

                  System testing is typically conducted as an independent testing project by a dedicated testing team, with responsibility for
                     managing the testing falling to the test team leader.
                  

                  For those small organizations where there are few IT staff, it is possible that the development team will conduct system testing.
                     (Where this is the case, it is essential that the development team leader take on all of the responsibilities of the test
                     team leader [as described in Section 4.3], and that they nominate appropriately experienced staff from within the development
                     team to fulfill the roles of test analyst and tester.)
                  

                  During system testing it is essential that truly independent observation of the testing process be performed. The independent
                     test observer may be drawn from another development project or, if the organization has a particularly well-established quality culture, independent
                     observation may be performed by a quality assurance representative assigned to assure the quality of the testing project.
                  

                  As with integration testing, the test team leader should consider inviting the user representative to the system test in an
                     informal capacity to observe the testing process in order to manage their expectations of the AUT prior to formal acceptance
                     testing.
                  

                  Chapter 7 provides comprehensive details of all aspects of system testing.
                  

               

               4.4.5 Systems Integration Testing

               
                  The objective of systems integration testing is to provide confidence that the AUT is able to successfully interoperate with other specified systems and does not have
                     an adverse effect on other systems that may also be present in the live operating environment or vice versa.
                  

                  Systems integration testing will only be introduced into the testing process if there is a significant requirement for the
                     AUT to interoperate with a number of other software systems (such as the requirement for the British Library IT systems to
                     communicate for the purposes of exchanging data – see Chapter 15).
                  

                  For many software systems with less rigorous requirements for interoperability, it is more likely that any aspects of systems
                     integration testing will be performed during the system test.
                  

                  Where systems integration testing does appear as a distinct testing phase, it is typically conducted as an independent testing
                     project with responsibility for managing the testing falling to the test team leader.
                  

                  During systems integration testing it is essential that independent observation of the testing process be performed. The independent
                     test observer may be drawn from another development project or, if the organization has a particularly well-established quality
                     culture, independent observation may be performed by a quality assurance representative assigned to assure the quality of
                     the testing project.
                  

                  Chapter 8 provides comprehensive details of all aspects of systems integration testing.
                  

               

               4.4.6 Acceptance Testing

               
                  The purpose of acceptance testing is to confirm that the system meets its business requirements and to provide confidence that the system works correctly and
                     is usable before it is formally “handed over” to the users. Acceptance testing is often divided into user acceptance testing (involving the business or end users of the AUT) and operations acceptance testing (involving the operations or administrative users of the AUT).
                  

                  Acceptance testing is performed by nominated user representatives under the guidance and supervision of the testing team.
                     The test team leader will obtain these staff by liaising with the appropriate user and/or operations representative.
                  

                  During acceptance testing it is important that independent observation of the testing process be performed, particularly where
                     the user representatives are IT-naive business staff. The independent test observer may be drawn from another development
                     project or, if the organization has a particularly well-established quality culture, independent observation may be performed
                     by a quality assurance representative assigned to assure the quality of the testing project.
                  

                  Chapters 9 and 10 provide comprehensive details of all aspects of user acceptance testing and operations acceptance testing.
                  

               

               4.4.7 Regression Testing

               
                  The purpose of regression testing is to provide confidence that the AUT still functions correctly following modification or extension of the system (such as
                     user enhancements or upgrades or following new builds or releases of the software).
                  

                  Regression testing is not strictly speaking a testing phase, but it is a testing technique that can be applied to any of the
                     other testing phases (e.g., following enhancements to the AUT, it will be necessary to perform a system regression test to
                     ensure the existing functionality of the application is unaffected by the changes). Typically regression testing is applied
                     to the higher levels of testing and to system and acceptance testing in particular.
                  

                  Because of the need for effective and efficient testing, regression testing relies heavily on the reuse of existing test scripts
                     and test cases created for previous testing phases such as system and acceptance testing. Similarly, it is unlikely that all
                     of the test scripts from previous testing phases will be executed. Instead, the test analyst will consider the scope of changes
                     to the AUT, the structure of the AUT, and the manner in which it was developed, and experience of testing the AUT (or related
                     software) and select a subset of test scripts to reuse. Clearly, where higher confidence in the quality of the AUT is required (e.g.,
                     for safety critical or business critical systems), more elaborate and complete testing will be necessary.
                  

                  The responsibility for conducting and managing a particular regression test will be determined by the specific testing phase
                     the testing is associated with. Similarly, the need for independent observation will also depend on the observation requirements
                     for the associated testing phase.
                  

                  Chapter 11 provides comprehensive details of all aspects of regression testing.
                  

               

               4.4.8 When to Stop Testing

               
                  One of the most difficult decisions the manager responsible for any testing phase has to make is when to stop testing.
                  

                  Often, the reason for halting the testing process is completely arbitrary and can include running out of the time allotted for testing, exhausting the allocated testing resources,
                     or hitting a fixed milestone such as a contractual delivery date. From a testing perspective, such halting criteria are far
                     from ideal and take no account of the quality of the AUT at the instant testing has to stop.
                  

                  Where the testing manager is able to influence the planning aspects of the software development and testing process, there
                     are a number of additional criteria that can be employed to provide greater confidence in the decision to halt the testing
                     process and that provide a much clearer indication of the risk involved in stopping testing. These criteria include:
                     
                     
                        
                           • Test requirement coverage – has it been demonstrated that all the requirements for the AUT have been verified? If it has not been possible to test
                              all the requirements, have those with the highest risk associated with them been tested? (Section 4.9 discusses the need to
                              review the requirements for the AUT and prioritize them according to their impact and likelihood of failure.)
                           

                        

                        
                           • Test code coverage – has it been demonstrated that all “parts” of the software have been exercised during testing (including exception handling
                              and error handling routines)?
                           

                        

                        
                           • Test case metric – how many test cases have been planned, designed, implemented, executed, and passed or failed? This is a useful metric to
                              collect to measure the progress of the testing activity
                           

                        

                        
                           • Defect detection metric – has the rate of defect detection been plotted, and has the rate of defect detection leveled off? This provides a reasonable
                              indication that the majority of defects have been detected (however, caution must be exercised using this approach because
                              tester fatigue could also produce similar results).
                           

                        

                     

                  

                  There are other, more esoteric methods of estimating the numbers of defects in the AUT, such as seeding the software with
                     “known” defects and comparing the ratio of known to unknown defects observed during testing. Mathematically, this ratio can provide an estimate
                     of the total number of defects in the AUT, and hence provide an 
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ffective halting criterion. In practice, such methods are difficult to manage, provide imperfect results, and may be hazardous
                     (e.g., it is essential that the AUT is delivered without any seeded defects still in place).
                  

               

            

            4.5 Role of the V Model in Planning

            
               Typically, between 25% and 50% of the total costs of developing a software system are spent on test activities (1). This figure is likely to be significantly larger for high reliability, business critical, and safety critical systems.
                  Project plans must reflect this issue in their allocation of time, effort, and resources to testing.
               

               The V Model (see Figure 4.2) is a software development and testing model, which helps to highlight the need to plan and prepare for testing early in
                  the development process. The left-hand descending arm of the “V” represents the traditional Waterfall development phases (18), while the ascending right-hand arm of the “V” shows the corresponding testing phase.
                  
               

               In the V Model, each development phase is linked to a corresponding testing phase. As work proceeds on a particular development
                  phase, planning and some preliminary design work are performed for the corresponding testing phase. The benefits of the V
                  Model include:
                  
                  
                     
                        • The testing phases are given the same level of management attention and commitment as the corresponding development phases
                           in terms of planning and resourcing, allowing any risks to be addressed early in the development cycle (e.g., if a highly
                           specialized piece of hardware is necessary to perform acceptance testing, which has a long order and delivery time, identifying this requirement early allows the hardware to be ordered in
                           a timely manner – mitigating the risk of late delivery of the tested system)
                        

                     

                     
                        • The outputs from the development phases (such as specification and design documents) can be reviewed by the testing team to
                           ensure their testability (e.g., ensuring that a given requirement has been documented in such a manner that it is easily verifiable)
                        

                     

                     
                        • The early planning and preliminary design of tests provides additional review comments on the outputs from the development
                           phase (e.g., if there are errors in the initial requirements, they have a greater chance of being detected if the acceptance
                           test specification is produced before development proceeds to detailed analysis and design. During this process, it is possible
                           to identify duplicated and/or contradictory requirements and feed these back to the analyst for clarification.)
                        

                     

                  

               

               Although the testing manager is responsible for the timely set-up and initiation of testing for a particular software development
                  project, the main responsibility for exploiting the power of the V Model will fall to the test team leader, who will need
                  to liaise with the development team leader to ensure early planning and preliminary design tasks are completed.
               

               Although the V Model is described in terms of the traditional Waterfall view of software development, the principles of forward
                  planning and design equally apply to the more modern iterative approaches to development (such as those described in [8] and [12]). In an iterative approach, each iteration can be viewed as a “mini-waterfall” with stages analogous to those seen in the
                  Waterfall view of development.
               

               In practice, the V Model provides a powerful tool for managing and controlling risk within the testing component of a software
                  development project. The process of bringing testing planning and design into the development process as early as possible
                  enables risks to be identified and strategies for removing or mitigating them to be put in place in a timely manner.
               

            

            4.6 The Management of Test Requirements

            
               In performing effective and efficient testing, it is essential that the test analyst know precisely what the requirements
                  of the AUT are. This information is the basis of the formal validation that the AUT meets its requirements. Without access to this information, the test analyst has virtually no formal basis for
                  performing the design of the test scripts and test cases.
               

               Incomplete or poorly maintained requirements may result in the test analyst not designing a test for an important requirement,
                  or may cause the test analyst to duplicate testing effort by generating several tests that verify the same requirement.
               

               The acquisition, maintenance, management, and communication of requirements is a traditional source of quality problems in
                  software development and testing projects. Because of the complexity of the task combined with the number of requirements generated for any but the
                  most trivial of development projects, the majority of software development projects use requirements management tools.
               

               However, even where tools are used, the problem is often exacerbated by poor communication between the various roles involved
                  in the development and testing process, with analysts, developers, and testers all using different tools to represent requirements,
                  design information, and testing data.
               

               If tool support for requirements management is to be employed on a project, it is essential that analysts, developers, and
                  testers all have access to the same tool, and that it is easy to communicate the requirements information between the project
                  roles. In this way, the test analyst can examine the most up-to-date copy of the requirements, ensuring complete testing coverage
                  of the features of the AUT and avoiding duplication or omission of tests. (Reference [19] provides a typical example of a requirements management tool that satisfies the above requirements.)
               

            

            4.7 The Role and Use of Configuration Management

            
               A major requirement of the management of the testing process is that the results of testing be reproducible, allowing testers
                  to recreate the conditions of a previous test and be able to exactly repeat the testing and accurately reproduce the results
                  (e.g., it may be necessary to repeat a particular test in response to an observation raised against the tested AUT by the
                  users on the live system).
               

               To support this requirement, it is essential that testing be conducted under strict and effective configuration management
                  (CM). The minimum testing artifacts that must be placed under CM control are:
                  
                  
                     
                        • The AUT
                        

                     

                     
                        • The test plan and test specification
                        

                     

                     
                        • The test data
                        

                     

                     
                        • Any supporting software (such as test harnesses, simulators, or stimulators)
                        

                     

                     
                        • The specification of the test hardware or test rig (if this is not already included in the test specification document)
                        

                     

                     
                        • The test scripts and component test cases.
                        

                     

                  
The CM of testing projects is a complex and difficult task, and tool support should be considered (a number of CM tools are
                  commercially available, such as [20]).
               

            

            4.8 The Role and Use of Defect Tracking

            
               Effective testing is nothing without an accurate means of reporting defects, monitoring their progress, and managing their
                  resolution. A formal approach to defect tracking must be employed to make sure the effort expended on testing is well spent
                  by ensuring defects detected during testing are corrected.
               
In setting up a defect tracking system, the following facilities must be provided:
                  
                  
                     
                        • The ability to register a defect and its characteristics and associate the defect with a unique identifier
                        

                     

                     
                        • The ability to associate a severity value with that defect (see test result category in the Glossary)
                        

                     

                     
                        • The ability to associate a priority of resolution with that defect
                        

                     

                     
                        • A defined workflow in which the details of the defect are provided to the appropriate staff within the organization, and its
                           status (such as new, open, closed) is altered as it progresses through the system
                        

                     

                     
                        • Defined rights and privileges for the staff involved in the defect tracking process (e.g., in a particular organization, a
                           tester may be able to report a defect, but only the testing manager may close a defect following successful retesting)
                        

                     

                     
                        • The ability to customize the above attributes of the defect tracking system to more closely match the particular requirements
                           of the host organization.
                        

                     

                  

               

               As with CM, rigorous and effective defect tracking is a complex and difficult task, particularly where there are multiple
                  development and testing projects operating simultaneously. The majority of organizations involved in testing employ one of
                  the many defect tracking tools that are available (such as [21]) or develop one of their own in-house. The latter approach suffers from a number of problems including reliability, maintenance
                  costs, lack of professional support, and possible loss of tool expertise due to career change.
               

            

            4.9 The Role of Risk in Test Planning and Management

            
               The term “risk” has appeared in several places in this chapter, including the planning and design of tests. The management
                  of risk and mitigation of risk are popular terms in project management, and particularly in IT project management.
               

               Chapter 2 showed how testing can be defined in the context of risk, and this leads us to consider the management and planning of testing
                  in a risk-based manner as well. In this context, effective management and planning of the testing process provide opportunities
                  for identifying risk within the AUT5 in a timely manner and allow such risks to be investigated (by means of testing), removed, or mitigated as quickly as possible.
               

               The V Model provides the testing manager and test team leader with an effective means of identifying risk as early as possible
                  in the software development lifecycle, and allowing the removal or mitigation of the risk. This process can involve all the
                  stakeholders in the development process, including the managers (e.g., in terms of the need to modify plans), developers (e.g.,
                  in terms of the need to rework some aspect of the AUT), and even the users (e.g., allowing respecification of missing, duplicate, or contradictory requirements).
               

               Within the testing process, the test analyst must take account of risk during the design of the test cases, ensuring that
                  the test cases are prioritized in such a way as to test high-risk aspects of the AUT before less risky aspects of the software.
               

               Reference (28) provides a high-level view of risk-based testing process:
                  
                  
                     
                        • generate a prioritized list of risks
                        

                     

                     
                        • perform testing to explore each risk
                        

                     

                     
                        • as risks are removed (and new ones are identified), adjust the testing effort to focus on the remaining list of risks.
                        

                     

                  

               

               There are a number of strategies for achieving this high-level approach to risk-based testing, which are described in Reference
                  28, while References 29 and 30 provide further reading on methods and tools that can be used for risk management within testing
                  projects.
               

            

            
               
                  1 The term testing program is used by organizations such as the British Library to denote the complete organizational specification
                     of their testing process, which is run under the PRINCE project management method (see Chapter 15 for the British Library case study).
                  

               

               
                  2 Reuse is a key technique in ensuring that the testing process is as effective and efficient as possible. This book promotes
                     the philosophy of reuse within the testing process by providing a set of specimen templates, proformas, and checklists that
                     staff involved in the testing process can use as the basis of developing their own project artifacts.
                  

               

               
                  3 Chapter 5 provides a number of possible interpretations of the term “unit.”
                  

               

               
                  4 Where the user could be the customer representative for a bespoke development or customization of an existing system with
                     responsibility for formally accepting the AUT, or could be an “internal” user with responsibility for accepting software developed
                     by the IT department of the same organization.
                  

               

               
                  5 Such as the risk of failure of some key feature during its normal operation following delivery of the software, or the failure
                     of the AUT to meet a specific requirement specified by the user.
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Outputs from System Test Complete:

Fully System Tested AUT, corpletec System Test Certifcate, revised
Test Scrpts and Test Cases (where cppropriate). archived test Gara.
completed Test Result Record fors, System Test Log, System Test
Reuse Pack System Test Summary Report

System Testing will he considered to be complete when all of the
‘abave deliverables are complets and have been delivered ta the
Test Team Leader to he Filed/Archived
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‘Acceptance Testa Guie, User Acoeptance Test Scrpte and Toet Cases,
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Outputs from User Acceptance Test Complete:

Fully User Acceptunce Tested AUT, corspleted User Acceptence Test
Certicate, revised Test Scripto and Test Cases (where apprepriate),
srchuved bt data, corpleted Test Resut Recard forms, User Acceptance
Test Log, User Acceprance Test Reuse Pack, User Accepteace Test
Sumemary Report

User Acceptance Testing will be considered to be complete when all
of the above deliverables are complete and kave been delivervd to the
Test Team Leader to he FiledArchived
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Outputs from Systems Integration Test Complete:

Fully Systems integration Tested AUT, comgleted Systers Inegration
est Certificate, rewsed Test Scrips and Test Cases (where appropm
archived test data, completed Test Reait Record forms, Systems
tegraton Test Log. System Test Reuse Pock Systemns lte raion Tezt
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Systems Integration Testing will be considered to he completa when
all of the above deliverables are complete and have been delivered @
the Test Team Leader to be Filed/Archived
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Tnputs to Unit Test complete and available:

AUT Requirements Specificaio, AUT Design documerts, Unit Test Plan
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Outputs from Integration Test Complete:

Fully tested and mtegrated modules, completed Integration Tes:

Seate, revised Test Scripts and Test Cases (where sppropriae),
archived test dais, compleied Test Resull Recard foros, Integrtion Test
Log. Iotegration Test Reuse Facis lotegratior Test Suremary Report

Inte gratian Testing vill be considered to he complets when all of the
ahave deliverables are complete and have been delivered to the.
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ProjectID___| PI23tA
AUT Title Market"Master (M“M) Version Vi1
Testing Phase | User Acceptance Date of Test 31472000
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Test Steps Tivoxe ths MM application using the Windows 2000 Start menu.
Inthe login dialoz bor, the Tester should:
User Narme” fild and enter “estuser”

Password" fild and cater “password”
K" uton.

o leftclick on the

Expected Result G completig 1 above sepn, e MM appliation Swosld arep.

Once started, the M™M "Start Up" screen should be displayed (T'le Bar contains
the legend - “M*M Start Up Sereen.”
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“A CompactDisk (CD) Player can be in one of three states: Standby, On or Playing.

When i Standhy mode, the CD Player can be turned on by pressing the Standhy button once (an
indicator light turns from red to green o show the CD Player s On).

‘When the CD Player is On, it can re turn to Standby mode by pressing the Standby bution once (an
indicator light furns from green to red to show the CD Player is in Standhy mode).

When the CD Player is On, pressing the Play button causes the currendly loaded CD 0 play.
Pressing the Siop bution when the CD Player is playing a CD causes the CD Player to siop playing
the disk.”

Examples of positive tests couldinclu

*  Verifying that with the CD Player in Standby mode, pressixg the Standby bution cases the
CD Player to turn on and the indicator light changes from red to green

* Verifying that with the CD Player i the On state, pressing the Standby button causes the state
of the CD Player to change fo Standby and the indicator light changes from green to red.”

Examples of negative tests could include:

*  Investigating whathappens if the CD Player is playing a CD and the Standby button is pressed

* Investigating what kappens if the CD Player is On and the Play button is pressed without a
CD in the CD Player.
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